Chapter 9
Space-Time Analysis

In this chapter, we discuss three techniques that are used to analyze the relationship between space and time. Up to this point, we have analyzed the distribution of incidents irrespective of the order in which they appeared or in which the time frame in which they appeared. The only temporal analysis that was conducted was in Chapter 4 where several spatial description indices, including the standard deviational ellipse, were compared for different time periods.

As police departments usually know, however, the spatial patterning of incidents doesn't occur uniformly throughout the year, but instead are often clustered together during short time periods. At certain times, a rash of incidents will occur in certain neighborhoods and the police often have to respond quickly to these events. In other words, there is both clustering in time as well clustering in space. This area of research has been developed mostly in the field of epidemiology (Knox, 1963, 1988; Mantel, 1967; Mantel and Bailar, 1970; Besag and Newell, 1991; Kulldorf and Nargawalla, 1995; Bailey and Gattrell, 1995). However, most of these techniques are applicable to crime analysis and criminal justice research as well.

*CrimeStat* includes four space-time techniques: the Knox index, the Mantel index, the Spatial-temporal moving average, and Correlated Walk Analysis. Figure 9.1 shows the Space-Time Analysis screen.

Measurement of Time in *CrimeStat*

Time can be defined as hours, days, weeks, months, or years. The default is days. However, please note that for any of these techniques, in *CrimeStat*, time must be measured as an integer or real variable, as mentioned in Chapter 3. Time cannot be defined by a formatted date code (e.g., 11/06/01, July 30, 2002). Each of the three space-time routines expect time to be an integer or real variable (e.g., 1, 2, 34527, 2.8). If given formatted dates, they will calculate an answer, but the result will not be correct.

If the time unit is days, a simple transformation is to use the number of days since January 1, 1900. Most spreadsheet and database programs usually assign an integer number from this reference point. For example, November 12, 2001 has the integer value of 37207 while January 30, 2002 has the integer value of 37286. These are the number of days since January 1, 1900. Any spreadsheet program (e.g., Excel or Lotus 1-2-3) can convert a date format into a real number with the Value function. Also, any arbitrary numbering system will work (e.g., 1, 2, 3).

Space-Time Interaction

There are different types of interaction that could occur between space and time. Four distinctions can be made. First, there could be *spatial clustering* all the time.
Figure 9.1:  
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Certain communities are prone to certain events. For example, robberies often are concentrated in particular locations as are vehicle thefts. The hot spot methods that were discussed in chapters 6, 7 and 8 are useful for identifying these concentrations. In this case, there is no space-time interaction since the clustering occurs all the time.

Second, there could be spatial clustering within a specific time period. Hot spots could occur during certain time periods. For example, motor vehicle crashes tend to occur with much higher frequencies in the late afternoon and early evening, often as a by-product of congestion on the roads. Crash hot spots will tend to appear at certain times because of the congestion. At most other times, the concentration does not occur because the congestion levels are lower.

Third, there could be space-time clustering. A number of events could occur within a short time period within a concentrated area. This type of effect is very common with motor vehicle thefts. A car thief gang may decide to attack a particular neighborhood. After a binge of car thefts, they move on to another neighborhood. In this instance, there are a number of theft incidents that are occurring within a limited period in a limited location. The cluster moves from one location to another. In this case, there is an interaction between space and time in that spatial hot spots appear at particular times, but are temporary. The ability to detect this type of shift is very important to police departments since it affects their ability to respond.

Fourth, there could be space-time interaction in which the relationship between space and time in more complex. The interaction could be concentrated, as in the spatial clustering mentioned above, or it could follow a more complex pattern. For example, there could be a diffusion of drug sales from a central location to a more dispersed area. Whereas initially, the drug dealing is concentrated in a few locations, it starts to diffuse to other areas. However, the diffusion may occur at different times of the year (e.g., Christmas and New Years). Alternatively, vehicle thefts may shift towards seaside communities during the summer months when the number of vacationers increases. We saw an example of this in chapter 4 where the ellipse of motor vehicle thefts shifted between June and July to the communities along the Chesapeake River near Baltimore. This type of diffusion is not clustering per se, in that it may be spread over a very large coastline. But it is a distinct space-time interaction.

The importance of these distinctions is that many of the space-time tests that exist only measure gross space-time interaction, rather than space-time clustering. For example, the Knox and Mantel tests that follow test for spatial interaction. The interaction could be the result of spatial clustering, but doesn’t necessarily have to be. The interaction could occur in a very complex way that would not easily lend itself to more focused intervention by the police. Still, the ability to identify the interaction is an important step in planning an intervention strategy.
Knox Index

The Knox Index is a simple comparison of the relationship between incidents in terms of distance (space) and time (Knox, 1963; 1964). That is, each individual pair is compared in terms of distance and in terms of time interval. Since each pair of points is being compared, there are N*(N-1)/2 pairs. The distance between points is divided into two groups - Close in distance and Not close in distance, and the time interval between points is also divided into two groups - Close in time and Not close in time. The definitions of ‘close’ and ‘Not close’ are left to the user.

A simple 2 x 2 table is produced that compares closeness in distance with closeness in time. The number of pairs that fall in each of the four cells are compared (Table 9.1).

Table 9.1

**Logical Structure of Knox Index**

<table>
<thead>
<tr>
<th>Close in time</th>
<th>Not close in time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close in Distance</td>
<td>O₁</td>
</tr>
<tr>
<td>Not close in distance</td>
<td>O₃</td>
</tr>
</tbody>
</table>

where \( N = O_1 + O_2 + O_3 + O_4 \)  
\( S_1 = O_1 + O_2 \)  
\( S_2 = O_3 + O_4 \)  
\( S_3 = O_1 + O_3 \)  
\( S_4 = O_2 + O_4 \)  

The actual number of pairs that falls into each of the four cells are then compared to the expected number if there was no relationship between closeness in distance and closeness in time. The expected number of pairs in each cell under strict independence between distance and the time interval is obtained by the cross-products of the columns and row totals (table 9.2).
Table 9.2

**Expected Frequencies for Knox Index**

<table>
<thead>
<tr>
<th>Close in time</th>
<th>Not close in time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close in Distance</td>
<td>( E_1 )</td>
</tr>
<tr>
<td>Not close in distance</td>
<td>( E_3 )</td>
</tr>
</tbody>
</table>

where \( E_1 = S_1 * S_3 / N \)
\( E_2 = S_1 * S_4 / N \)
\( E_3 = S_2 * S_3 / N \)
\( E_4 = S_2 * S_4 / N \)

The difference between the actual (observed) number of pairs in each cell and the expected number is measured with a Chi-square statistic (equation 9.1).

\[
\chi^2 = \sum \frac{(O_i - E_i)^2}{E_i} \quad \text{with 1 degree of freedom} \tag{9.1}
\]

**Monte Carlo Simulation of Critical Chi-square**

Unfortunately, the usual probability test associated with the Chi-square statistic cannot be applied since the observations are not independent. Interaction between space and time tend to be compounded when calculating the Chi-square statistic. For example, we’ve noticed that the Chi-square statistic tends to get larger with increasing sample size, a condition that would normally not be true with the independent observations. To handle the issue of interdependency, there is a Monte Carlo simulation of the chi-square value for the Knox Index under spatial randomness (Dwass, 1957; Barnard, 1963). If the user selects a simulation, the routine randomly selects \( M \) pairs of a distance and a time interval where \( M \) is the number of pairs in the data set \( (M = N\*\lfloor N-1 \rfloor/2) \) and calculates the Knox Index and the chi-square test. Each pair of a distance and a time interval are selected from the range between the minimum and maximum values for distance and time interval in the data set using a uniform random generator.

The random simulation is repeated \( K \) times, where \( K \) is specified by the user and usually, it is wise to run the simulation 1000 or more times. The output includes:

1. The sample size
2. The number of pairs
3. The calculated chi-square value of the Knox Index from the data
4. The minimum chi-square value of the Knox Index from the simulation
5. The maximum chi-square value of the Knox Index from the simulation
6. Ten percentiles from the simulation:
   a. 0.5%
   b. 1%
   c. 2.5%
   d. 5%
   e. 10%
   f. 90%
   g. 95%
   h. 97.5%
   i. 99%
   j. 99.5%

Methods for Dividing Distance and Time

In the CrimeStat implementation of the Knox Index, the user can divide distance and time interval based on the three criteria:

1. The mean (mean distance and mean time interval). This is the default.
2. The median (median distance and median time interval)
3. User defined criteria for distance and time separately.

There are advantage to each of these methods. The mean is the center of the distribution; it denotes a balance point. The median will divide both distance and time interval into approximately equal numbers of pairs. The division is approximate since the data may not easily divide into two equal numbered groups. A user-defined criteria can fit a particular need of an analyst. For example, a police department may only be interested in incidents that occur within two miles of each other within a one week period. Those criteria would be the basis for dividing the sample into ‘Close’ and ‘Not close’ distances and time intervals.

Example of the Knox Index

For an example, vehicle thefts in Baltimore County for 1996 were taken. There were 1855 vehicle thefts for which a date was recorded in the data base. The data base was further broken down into twelve separate monthly subsets. Using the median for both distance and time interval, the Knox Index was calculated for the entire set of 1855 incidents. Then, using the median distance for the entire year but a month-specific median time interval, the Knox Index was calculated for each of the twelve months. Table 9.3 presents the Chi-square values and their pseudo-significance levels.
To produce a better test of the significance of the results, 1000 random simulations were calculated for the vehicle theft for the entire year. Table 9.3 below shows the results. Because an extreme value could be obtained by chance with a random distribution, reasonable cut-off points are usually selected from the simulation. In this case, we want a cut-off point that approximates a 5% significance level. Since the Knox Index is a one-tailed test (i.e., only a high chi-square value is indicative of spatial interaction), we adopt an upper threshold of the 95 percentile. In other words, only if the observed chi-square test for the Knox Index is larger than the 95 percentile threshold will the null hypothesis of a random distribution between space and time be rejected.

Table 9.3

### Knox Index for Baltimore County Vehicle Thefts

**Median Split**

N = 1,855 with 1,719,585 comparisons

<table>
<thead>
<tr>
<th>Month</th>
<th>Actual Chi-square</th>
<th>95 Percentile Simulation Chi-square</th>
<th>Approx. p</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.26</td>
<td>6.95</td>
<td>n.s.</td>
</tr>
<tr>
<td>February</td>
<td>0.00</td>
<td>6.61</td>
<td>n.s.</td>
</tr>
<tr>
<td>March</td>
<td>0.00</td>
<td>6.86</td>
<td>n.s.</td>
</tr>
<tr>
<td>April</td>
<td>0.50</td>
<td>6.56</td>
<td>n.s.</td>
</tr>
<tr>
<td>May</td>
<td>1.04</td>
<td>7.25</td>
<td>n.s.</td>
</tr>
<tr>
<td>June</td>
<td>0.01</td>
<td>6.02</td>
<td>n.s.</td>
</tr>
<tr>
<td>July</td>
<td>9.96</td>
<td>9.05</td>
<td>.05</td>
</tr>
<tr>
<td>August</td>
<td>5.91</td>
<td>5.55</td>
<td>.05</td>
</tr>
<tr>
<td>September</td>
<td>0.27</td>
<td>5.41</td>
<td>n.s.</td>
</tr>
<tr>
<td>October</td>
<td>3.33</td>
<td>6.43</td>
<td>n.s.</td>
</tr>
<tr>
<td>November</td>
<td>10.79</td>
<td>8.91</td>
<td>.01</td>
</tr>
<tr>
<td>December</td>
<td>0.00</td>
<td>6.87</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

For the entire year, there was not a significant clustering between space and time. Approximately, 26.7% of the incidents were both close in distance (i.e., closer than the median distance between pairs of incidents) and close in time (i.e., closer than the median time interval between pairs of incidents). However, when individual months are examined, only three show significant relationships: July, August, and November. During these months, there is an interaction between space and time. Typically, incidents that cluster together spatially tend also to cluster together temporally. However, it could be the opposite (i.e., events that cluster together temporally tend to be far apart spatially).

The next step would to identify whether there are particular clusters that occur within a short time period. Using one of the 'hot spot' analysis methods discussed in chapters 6 and 7, an analyst could take the events for the three months and try to identify
whether there is spatial clustering during those three months that does not normally occur. We won’t do that here, but the point is that the Knox Index is useful to identify when there is spatial clustering.

**Problems with the Knox Index**

The Knox Index is a simple measure of space-time clustering. However, because it is only a 2 x 2 table, different results can be obtained by varying the cut-off points for distance or time. For example, using the mean as the cut-off, the overall Chi-square statistic for all vehicle thefts was 8.67, reasonably close. However, when a cut-off point for distance of 1000 meters and a cut-off point for time of 80 days was used, the Chi-square statistic dropped to 3.16. In other words, the Knox Index will produce different results for different cut-off points.

A second problem has to do with the interpretation. As with any Chi-square test, differences between the observed and expected frequencies could occur in any cell or any combination of cells. Finding a significant relationship does not automatically mean that events that were close in distance were also close in time; it could have been the opposite relationship. However, a simple inspection of the table can indicate whether the relationship is as expected or not. In the above example, all the significant relationships showed a higher proportion of events that were both close in distance and close in time.

**Mantel Index**

The Mantel Index resolves some of the problems of the Knox Index. Essentially, it is a correlation between distance and time interval for pairs of incidents (Mantel, 1967). More formally, it is a general test for the correlation between two dissimilarity matrices that summarizes comparisons between pairs of points (Mantel and Bailar, 1970). It is based on a simple cross-product of two interval variables (e.g., distance and time interval):

\[
T = \sum_{i=1}^{N} \sum_{j=1}^{N} (X_{ij} - \text{Mean}X)(Y_{ij} - \text{Mean}Y) \tag{9.2}
\]

where \(X_{ij}\) is an index of similarity between two observations, \(i\) and \(j\), for one variable (e.g., distance) while \(Y_{ij}\) is an index of similarity between the same two observations, \(i\) and \(j\), for another variable (e.g., time interval).

The cross-product is then normalized by dividing each deviation by its standard deviation:

\[
r = \frac{1}{(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{(X_{ij} - \text{Mean}X)}{S_x} \times \frac{(Y_{ij} - \text{Mean}Y)}{S_y} \tag{9.3a}
\]
\[
\begin{align*}
\sum_{i=1}^{N} \sum_{j=1}^{N} Z_x * Z_y / (-1)
\end{align*}
\] (9.3b)

where \(X_{ij}\) and \(Y_{ij}\) are the original variables for comparing two observations, \(i\) and \(j\), and \(Z_x\) and \(Z_y\) are the normalized variables.

**Example of the Mantel Index**

In *CrimeStat*, the Mantel Index routine calculates the correlation between distance and time interval. To illustrate, table 9.4 examines the Mantel correlation for the 1996 vehicle thefts in Baltimore County that was illustrated above. As seen, the correlations are all low. However, as with the Knox Index, July, August and November produce relatively higher correlations. If used as an index, rather than an estimate of variance explained, the Mantel Index can identify time periods when spatial interaction is occurring.

**Table 9.4**

**Mantel Index for Baltimore County Vehicle Thefts**

**Median Split**

\(N = 1,855\) and \(1,719,585\) Comparisons

<table>
<thead>
<tr>
<th>Month</th>
<th>(r)</th>
<th>Simulation (2.5%)</th>
<th>Simulation (97.5%)</th>
<th>Approx. p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-.0047</td>
<td>-0.033</td>
<td>0.033</td>
<td>n.s.</td>
</tr>
<tr>
<td>February</td>
<td>-.0023</td>
<td>-0.037</td>
<td>0.042</td>
<td>n.s.</td>
</tr>
<tr>
<td>March</td>
<td>-.0245</td>
<td>-0.032</td>
<td>0.039</td>
<td>n.s.</td>
</tr>
<tr>
<td>April</td>
<td>0.0077</td>
<td>-0.040</td>
<td>0.041</td>
<td>n.s.</td>
</tr>
<tr>
<td>May</td>
<td>0.0018</td>
<td>-0.038</td>
<td>0.043</td>
<td>n.s.</td>
</tr>
<tr>
<td>June</td>
<td>0.0043</td>
<td>-0.035</td>
<td>0.041</td>
<td>n.s.</td>
</tr>
<tr>
<td>July</td>
<td>0.0348</td>
<td>-0.034</td>
<td>0.033</td>
<td>.025</td>
</tr>
<tr>
<td>August</td>
<td>0.0544</td>
<td>-0.034</td>
<td>0.035</td>
<td>.01</td>
</tr>
<tr>
<td>September</td>
<td>0.0013</td>
<td>-0.044</td>
<td>0.046</td>
<td>n.s.</td>
</tr>
<tr>
<td>October</td>
<td>0.0409</td>
<td>-0.037</td>
<td>0.043</td>
<td>n.s.</td>
</tr>
<tr>
<td>November</td>
<td>0.0630</td>
<td>-0.042</td>
<td>0.040</td>
<td>.001</td>
</tr>
<tr>
<td>December</td>
<td>0.0086</td>
<td>-0.035</td>
<td>0.038</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

| All of 1996| 0.0015 | -0.009               | 0.010                 | n.s.            |

**Monte Carlo Simulation of Confidence Intervals**

Even though the Mantel Index is a Pearson product-moment correlation between distance and time interval, the measures are not independent and, in fact, are highly interdependent. Consequently, the usual significance test for a correlation coefficient is
not appropriate. Instead, the Mantel routine offers a simulation of the confidence intervals around the index. If the user selects a simulation, the routine randomly selects $M$ pairs of a distance and a time interval where $M$ is the number of pairs in the data set ($M = N^2 [N-1]/2$) and calculates the Mantel Index. Each pair of a distance and a time interval are selected from the range between the minimum and maximum values for distance and time interval in the data set using a uniform random generator.

The random simulation is repeated $K$ times, where $K$ is specified by the user. Usually, it is wise to run the simulation 1000 or more times. The output includes:

1. The sample size
2. The number of pairs
3. The calculated Mantel Index from the data
4. The minimum Mantel value from the simulation
5. The maximum Mantel value from the simulation
6. Ten percentiles from the simulation:
   a. 0.5%
   b. 1%
   c. 2.5%
   d. 5%
   e. 10%
   f. 90%
   g. 95%
   h. 97.5%
   i. 99%
   j. 99.5%

To illustrate, 1000 random simulations were calculated for each month using the same sample size as the monthly vehicle theft totals. Table 9.4 above shows the results. Because an extreme value could be obtained by chance with a random distribution, reasonable cut-off points are usually selected from the simulation. In this case, we want cut-off points that approximate a 5% significance level. Since the Mantel Index is a two-tailed test (i.e., one could just as easily get dispersion between space and time as clustering), we adopt a lower threshold of the 2.5 percentile and an upper threshold of 97.5 percentile. Combined, the two cut-off points ensure that approximately 5% of the cases would be either lower than the lower threshold or higher than the upper threshold under random conditions. In other words, only if the observed Mantel Index is smaller than the lower threshold or larger than the upper threshold will the null hypothesis of a random distribution between space and time be rejected.

In Table 9.4, for the entire year, the observed Mantel Index (correlation between space and time) was 0.0015. The 2.5 percentile was -0.009 and the 97.5 percentile was 0.01. Since the observed value is between these two cut-off points, we cannot reject the null hypothesis of no relationship between space and time. However, for the individual months, again, July, August and November have correlations above the upper cut-off threshold.
Thus, for those three months *only*, the amount of space-time clustering in the vehicle theft data is most likely greater than what would be expected on the basis of a chance distribution. One would, then, have to explore the data further to find out where those vehicle thefts were occurring, using one the hot spot routines in Chapter 6.

**Limitations of the Mantel Index**

The Mantel Index is a useful measure of the relationship between space and time. But it does have limitations. First, because it is a Pearson-type correlation coefficient, it is prone to the same types of problems that befall correlations. Extreme values of either space or time could distort the relationship, either positively, if there are one or two observations that are extreme in *both* distance in time interval, or negatively, if there are only one or two observations that are extreme in *either* distance or in time interval.

Second, because the test is a comparison of all pairs of observations, the correlations tend to be small, as noted above. This makes it less intuitive as a measure than a traditional correlation coefficient which varies between -1 and +1 and in which high values are expected. For most analysts, it is not very intuitive to have an index where 0.05 is a high value. This doesn’t fault the statistic as much make it a little non-intuitive for users.

Third, as with any correlation coefficient, the sample size needs to be fairly large to produce a stable estimate. In the above, example, one could further break down monthly vehicle thefts by week or, even, day. However, the number of cases will decrease considerably. In the above example, with 1,855 vehicle thefts over a year, the weekly average would be around 36, which is a small sample. Intuitively, a crime analyst wants to know when space-time clustering is occurring and a short time frame is critical for detection; a week would be the largest time interval that would be useful. However, as the sample size gets small, the index becomes unstable. For one thing, the sample size makes the index volatile. While the Monte Carlo simulation will adjust for the sample size, the range of the cut-off thresholds will vary considerably from one week to another with small sample sizes. The analyst will have to run the simulation repeatedly to adjust for the varying sample sizes. For another thing, the shortened time frame allows fewer distinctions in time; if one takes a very narrow time frame (e.g., a day), there can be virtually no time differences observed. One would have to switch to an hourly analysis to produce meaningful differences.

One way to get around this is to have a moving average where the time frame is adjusted to fit a constant number of days (e.g., a 14 day moving average). The advantage is that the sample size tends to remain fairly constant; one could therefore reduce the number of recalculation of the cut-off thresholds since they would not vary much from one day to another. To make this work, however, the database must be set up to produce the appropriate number of incidents for a moving average analysis.

Nevertheless, the Mantel Index remains a useful tool for analysts. It is still widely used for space-time analysis and it has been generalized to many other types of
dissimilarity analyses than just space and time. If used carefully, the index can be a powerful tool for detection of clusters that are also concentrated in time.

**Spatial-Temporal Moving Average**

The Spatial-Temporal Moving Average is a simple statistic. It is the moving mean center of $M$ observations where $M$ is a sub-set of the total sample, $N$. By ‘moving’, the observations are sequenced in order of occurrence. Hence, there is a time dimension associated with the sequence. The $M$ observations is called the span and the default span is 5 observations. The span is centered on each observation so that there is an equal number on both sides. Because there are no data points prior to the first event and after the last event, the first few mean centers will have fewer observations than the rest of the sequence. For example, with a span of 5, the first and last mean centers will have only three observations, the second and next-to-last will have 4 observations, while all others will have 5. In general, it’s a good idea to choose an odd number since the middle of the span will be centered on a real observation rather than having to fall between two in the case of an even span.

Though simple, the Spatial-Temporal Moving Average is very useful for detecting changes in behavior by serial offenders. In the next chapter, we will examine journey-to-crime models that attempts to estimate the likely origin location of a serial offender based on the distribution of incidents committed by the offender. However, if the serial offender has either moved residences or else moved the field of operation, then the technique will error because it is assuming a stable field of operations when, in fact, it isn’t. The moving average can suggest whether the offender’s behavior is stable or not.

As an example, figure 9.2 below shows the Spatial-Temporal Moving Average of an offender who committed 12 offenses before being arrested. The individual committed eight thefts from vehicles, two thefts from stores, one residential burglary and one highway robbery. The actual incidents are shown in red circles with the sequence number displayed. The moving average is shown in blue square with the sequence number displayed. The path of the moving average is shown as a green line.

As seen, there is a definite shift in the field of operation by this offender. The mean center moves about a mile during this period but the consistency of the trend would suggest that something fundamental changed by the offender, either the person moved residences or the nature of the committed crimes changed. In using the Journey-to-crime tools, an analyst would probably want to focus on the latter events since these are more geographically circumscribed. Notice that the last two moving averages are relatively close to the actual residence location of the offender when arrested (less than three-quarters of a mile away).

In short, the Spatial-Temporal Moving Average simply plots the changes in the mean center of the span and is useful for detecting changes in the behavior pattern of serial offenders.
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Correlated Walk Analysis

Correlated Walk Analysis (CWA) is a tool that is aimed at analyzing the spatial and temporal sequencing of incidents committed by a single serial offender. In this sense, it is the ‘flip side’ of Journey to crime analysis (see chapter 10). Whereas journey to crime analysis makes guesses about the likely origin location for a serial offender, based on the spatial distribution of the incidents committed by the offender, the CWA routine makes guesses about the time and location of a next event, based on both the spatial distribution of the incidents and the temporal sequencing of them. In effect, it is a Spatial-Temporal Moving Average with a prediction of a next event.

The statistical origin of CWA is Random Walk Theory. Random Walk Theory has been developed by physicists to explain the distribution of molecules in a rapidly changing environment (e.g., the movements of a particle in a gas which is diffusing - Brownian movement). Sometimes called a ‘drunkard’s walk’, the theory starts with the premise that movement is random in all directions. From an arbitrary starting point, a particle (or person) moves in any direction in a series of steps. The direction of each step is independent of the previous steps. After each step, a random decision is made and the person moves in a random direction. This process is repeated ad infinitum until an arbitrary stopping point is selected (i.e., the observer quits looking). It has been shown mathematically that all one and two dimensional random walks must eventually return to their original starting point (Spitzer, 1963; Henderson, Renshaw, and Ford, 1983). This is called a recurrent random walk. On the other hand, independent random walks in more than two dimensions are not necessarily recurrent, a state called transient random walk.

Figure 9.3 illustrates a random walk of 2000 steps. For a large number of steps in a two-dimensional walk, the likely distance of a person (or particle) from the starting point is

\[ E(d) = d_{rms} \times \sqrt{N} \]  

(9.4)

where \( d_{rms} = \sqrt{\frac{\sum d_i^2}{N}} \). The term, \( d_{rms} \), is the root mean square of distance.

There are a number of different types of random walks. The simplest is a movement of uniform distance only along a grid cell (i.e., a Manhattan geometry). The person can only move North, South, East or West for a unit distance of 1. A more complex random walk allows angular distances and an even more complex random walk allows varying distances (e.g., normally distributed random distances, uniformly random distances). The walk in figure 9.3 was of this latter type. X and Y values were selected randomly from a range of -1 to +1 using a uniform random number generator. For a conceptual understanding of Random Walk Theory, see Chaitin (1990) and, for a mathematical treatment, see Spitzer (1976). Malkiel (1999) applied the concepts of Random Walk Theory to stock price fluctuations in a book that has now become a classic.

Henderson, Renshaw and Ford (1983; 1984) have introduced the concept of a correlated random walk. In a correlated random walk, momentum is maintained. If a person is moving in a certain direction, they are more likely to continue in that direction
Figure 9.3:
A Random Walk
2000 Random Steps of -1.0 to +1.0 in X and Y Direction
than to reverse direction or travel orthogonally. In other words, at any one decision point, the probabilities of traveling in any direction are not equal; the same direction has a higher probability than an orthogonal change (i.e., turning 90 degrees) and those, in turn, have a higher probability than completely reversing direction. By implication, the same is true for distance and distance. A longer step than average is likely to be followed by another longer step while a shorter step than average is likely to be followed by another short step. Similarly, there is consistency in the time interval between events; a short interval is also likely to be followed by a short interval. In other words, a correlated random walk is a random walk with momentum (Chen and Renshaw, 1992; 1994). These authors have applied the theory to the analysis of the branching of tree roots (Henderson, Ford, Renshaw, and Deans, 1983; Renshaw, 1985).

**Correlated Walk Analysis**

Correlated Walk Analysis is a set of tools that can help an analyst understand the sequencing of sequential events in terms of time interval, distance and direction. In CrimeStat, there are three CWA routines. The first two help the analyst understand whether there are patterns in time, distance or direction while the last routine allows the analyst to make a guess about the next likely event, when it will occur and where it will occur. The three routines are:

1. CWA - Correlogram
2. CWA - Diagnostics
3. CWA - Prediction

**CWA - Correlogram**

The Correlogram routine calculates the correlation in time interval, distance, and bearing (direction) between events. It does this through lags. A lag is a separation in the intervals between events. The difference between the first and second event is the first interval. The difference between the second and third events is the second interval. The difference between the third and fourth events is the third interval, and so forth. For each successive interval, there is a time difference; there is a distance and there is a direction. One could extend this to all the intervals, comparing each interval with the next one; that is, we compare the first interval with the second, the second interval with the third, the third interval with the fourth, and so on until the sample is complete. When comparing successive intervals, this is called a lag of 1. It is important to keep in mind the distinction between an event (e.g., an incident) and an interval. It takes two events to create an interval. Thus, for a lag of 1, there are M= N-1 intervals where N is the number of events (e.g., for 3 incidents, there are 2 intervals).

A lag of two compares every other event. Thus, the first interval is compared to the third interval; the second interval is compared to the fourth; the third interval is compared to the fifth; and so on until there are no more intervals left in the sample. Again, the comparison is for time difference, distance, and direction separately. We can extend this logic to a lag of 3 (every third event), a lag of 4 (every fourth event), and so forth.
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The CWA - Correlogram routine calculates the Pearson Product-Moment correlation coefficient between successive events. For a lag of 1, it compares successive events and correlates the time interval, distance, and bearing separately for these successive events. For a lag of 2, it compares every other event and correlates the time interval, distance, and bearing separately for these successive events. The routine does this until it reaches a maximum of 7 lags (i.e., every seventh event). However, if the sample size is very small, it may not be able to calculate all lags. It will require 12 incidents (events) to calculate all seven lags since it requires at least four observations per lag (i.e., $N - L - 4$ where $N$ is the number of events and $L$ is the maximum number of lags calculated).

**Adjusted Correlogram**

The Correlogram calculates the raw correlation between intervals by lag for time, distance, and bearing. One of the problems that may appear, especially with small samples, is for higher-order lags to be very high, either positive or negative. There are probably two reasons for this. For one thing, with each lag, the sample size decreases by one; with a very small sample size, correlations can become very volatile, jumping from positive to negative, and from low to high. Another reason is that periodicity in the data set is compounded with higher-order lags in the form of 'echos'. For example, if a lag of 2 is high, then a lag of 4 will also be somewhat high since there is a compounding of the lag 2 effect. When combined with a small sample size, it is not uncommon to have higher-order lags with very high correlations, sometimes approaching +/- 1.0. The user must be careful in selecting a higher-order lag because there is an apparent effect which may be due to the above reasons, rather than any real predictability. One of the key signs for spurious higher-order effect is a sudden jump in the strength of the correlation from one lag to the next (though sometimes a high higher-order lag can be real; see examples below).

To minimize these effects, the output also includes an adjusted correlogram that adjusts for the loss of degrees of freedom. The formula is:

$$A = \frac{M - L - 1}{M - 1}$$ (9.5)

where $M$ is the number of intervals (N-1) and $L$ is the number of lags. For example, for a sample size of 13, there will be 12 intervals ($M$). For a lag of 1, the adjustment will be

$$A = \frac{12 - 1 - 1}{12 - 1} = \frac{10}{11} = 0.909$$

The effect of the adjustment is to reduce the correlation for higher-order lags. It won't completely eliminate the effect, but it should help minimize spurious effects. As will be shown below, however, sometimes high higher-order lags are real.
**CWA - Correlogram Output**

The routine outputs 10 parameters:

1. The sample size (number of events);
2. Number of intervals;
3. Information on the units of time, distance, and bearing;
4. Final distance to origin in meters (distance between last and first event);
5. Expected random walk distance from origin (if sequence was strictly random);
6. Drift (the ratio of actual distance from origin to expected random walk distance);
7. Final bearing from origin (direction between last event and first event);
8. Expected random walk bearing. Defined as 0 because there is no expected direction.
9. Correlations by lag for time, distance, and bearing (up to 7 lags); and
10. Adjusted correlations by lag for time, distance, and bearing (up to 7 lags).

The aim of the CWA - Correlogram is to examine repetitive sequences, whether for time interval, distance or direction. It is possible to have separate repetitions for time, distance and direction. For example, an offender may commit crimes every 7 days or so, say, on the weekend. In this case, the individual is repeating himself/herself about once every week. Similarly, an individual may alternate directions, first going East then going West, then going back to the East, and so forth. In other words, what we're asking with the routine is whether there are any repetitions in the sequence of incidents committed by a serial offender. Does he/she repeat the crimes in time? If so, what is the periodicity (the repetitious sequence? Does he/she repeat the crimes in distance? Is so, what is the periodicity? Finally, does he/she repeat the crimes in direction? If so, what is the periodicity? The CWA-Correlogram, therefore, analyzes the sequence of incidents committed by an individual and does this separately for time interval, distance, and direction.

**Offender repetition**

Why is this important? Most crime analysis is predicted on the assumption that offenders (people in general) repeat themselves, consciously or unconsciously. That is, individuals have specific behavior patterns that tend to be repeated. If an individual acts in a certain way (e.g., committing a burglary), then, most likely, the person will repeat himself/herself again. There is no guarantee, of course. But, because human beings do not behave spatially or temporally random but tend to operate in somewhat consistent ways, there is a likelihood that the individual will act in a similar manner again.

This assumption is the basis of profiling which aims at understanding the MO of an offender. If offenders were totally random in their behavior, detection and apprehension would be made much more difficult than it already is. So, between the two extremes of a totally random individual (the 'random walk person') and a totally predictable individual
(the 'algorithmic person'), we have the bulk of human behavior, at least in terms of time, distance and direction.

**CWA - Diagnostics**

The Diagnostics routine is similar to the CWA - Correlogram except that it calculates an Ordinary Least Squares autoregression for a particular lag. That is, it regresses each interval against a previous interval. The user enters the lag number (the default is 1) and the routine produces three regression models for the successive event as the dependent variable against the prior event as the independent variable. There are three equations, for time interval, distance, and bearing separately. The output includes:

1. The sample size (number of events);
2. The number of intervals;
3. Information on the units of time, distance, and bearing;
4. The multiple correlation coefficient;
5. The squared multiple correlation coefficient (i.e., $R^2$);
6. The overall standard error of estimate;
7. The regression coefficient for the constant and for the prior event;
8. The standard error of the regression coefficients;
9. The t-values for the regression coefficients;
10. The p-value (two-tail) for the regression coefficients;
11. An analysis of variance test for the full model. This includes sum of squares for the regression term and for the residual;
12. The ratio of the regression sum of squares to the residual sum of squares (the F-ratio); and
13. The p-value associated with the F-value.

What the regression diagnostics provides is an indicator of the amount of predictability in the lag. It has the same information as the Correlogram (since the square of the correlation, $r^2$, is the same as $R^2$ for a single independent variable regression equation), but it is easier to interpret. Essentially, it is argued below that, unless the $R^2$ in the regression equation is sufficiently high, that one is better off using the mean or median lag for prediction. Conversely, if the $R^2$ is very high, then the user should be suspicious about the data.

**CWA - Prediction**

Finally, after having analyzed the sequential pattern of events, the user can make a prediction about the time and place of the next event. There are three methods for making a prediction, each with a separate lag:

1. Mean difference
2. Median difference
3. Regression equation
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The method is applied to the last event in the data set. The mean difference applies the mean interval of the data for the specified lag to the last event. For example, for time interval and a lag of 1, the routine calculates the interval between each event and takes the average. It then applies the mean time interval to the last time in the data set as the prediction. The median difference applies the median interval of the data for the specified lag to the last event. For example, for bearing and a lag of 1, the routine calculates the direction (bearing) between each event, calculates the median bearing, and applies that median average to the location of the last event in the data set as the predicted value.

The regression equation calculates a regression coefficient and constant for the specified lag and uses the data value for the last interval as input into the regression equation; the result is the predicted value. For example, for distance and a lag of 1, the routine calculates the regression coefficient and constant for a regression equation in which each event is compared to the previous event. The last distance in the data set (i.e., between the last event and the previous event) is used as an input for the regression equation and the predicted distance is marked off from the coordinates of the last event.

In other words, the routine takes the time and location of the last event and adds a time interval, a direction, and a distance as a predicted next event (next time, next location). The method by which this prediction is made can be the mean interval, the median interval, or the regression equation. If the user specifies a lag other than 1, that lag is applied to the last event. For example, for time with a mean difference and a lag of 2, the routine calculates the time interval between each event and every other event, calculates the average and applies that average to the last event in the data set.

**CWA - Prediction Graphical Output**

The CWA - Prediction routine outputs five graphical objects in ‘shp’, ‘mif, or ‘bna’ formats. The routine adds five prefixes to the file name of the output object:

1. Events - a line indicating the sequence of events. If the user also brings in the points in the data set, it will be possible to number each of these steps;
2. PredDest - the predicted location for the next event;
3. Path - a line from the last location in the data set to the predicted location;
4. POrigL - a point representing the center of minimum distance of the data set. The center of minimum distance is taken as a proxy for the origin location of the offender; and
5. PW - a line from the expected origin to the predicted destination

For example, if the user provides the file name ‘Night Robberies’ and specifies a ‘shp’ output, there will be five objects output:

```
EventsNightRobberies.shp
PredDestNightRobberies.shp
PathNightRobberies.shp
POrigLNightRobberies.shp
PWNightRobberies.shp
```
**Example 1: A Completely Predictable Individual**

The simplest way to illustrate the logic of the CWA is to start with a completely predictable individual. This individual commits crimes on a completely systematic basis. Table 9.5 illustrates the behavior of this individual.

Starting at an arbitrary origin with an X coordinate of 1 and a Y coordinate of 1 and on day 1, the individual commits 13 incidents in total. In the table, these are numbered events 1 through 13. Let’s start with direction and distance. From the origin, the individual always travels in a Northeast direction of 45 degrees (clockwise from due North - 0 degrees). The individual’s second incident is at coordinate X=2, Y=2. Thus, the individual traveled at 45 degrees from the previous incident and for a distance of 1.4142 (the hypotenuse of the right angle created by traveling one unit in the X direction and one unit in the Y direction). For the third incident, the individual commits this at X=4, Y=4. Thus, the direction is also at 45 degrees from the previous location but the distance is now 2.8284 (or the square root of 8 which comes from a step of 2 along the X axis and a step of 2 along the Y axis). For the fourth incident, the individual commits the crime at X=7, Y=7. Again, the direction is 45 degrees, but the distance is 4.2426 (or the square root of 18 which comes from a step of 3 along the X axis and a step of 3 along the Y axis).

**Table 9.5**

<table>
<thead>
<tr>
<th>Event</th>
<th>X</th>
<th>Y</th>
<th>Distance</th>
<th>Days</th>
<th>Time Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.4142</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2.8284</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>7</td>
<td>4.2426</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>8</td>
<td>1.4142</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>10</td>
<td>2.8284</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>13</td>
<td>4.2426</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>14</td>
<td>1.4142</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>16</td>
<td>2.8284</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>19</td>
<td>4.2426</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>20</td>
<td>1.4142</td>
<td>31</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>22</td>
<td>22</td>
<td>2.8284</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>25</td>
<td>4.2426</td>
<td>37</td>
<td>4</td>
</tr>
</tbody>
</table>

| Logical prediction for next event | 14 | 26 | 26 | 1.4142 | 39 | 2 |
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For the fifth incident, again the individual traveled at 45 degrees to the previous incident, but repeated himself/herself with a step of only 1 unit in both the X and Y directions. The individual then continued the sequence, always traveling in a 45 degree orientation to due North. For distance, a step of 1 in both the X and Y directions is followed by a step of 2 in both directions, and is followed by a step of 3 in both directions. In other words, the individual repeats direction every time and repeats distance every third time. There is a periodicity of 1 for direction and 3 for distance.

For time interval, this individual repeats him/herself every other time. The second event occurs 2 days after the first event. The third event occurs 4 days after the second event; the fourth event occurs 2 days after the third event; the fifth events occurs 4 days after the fourth event; and so forth. In other words, for time interval, the individual repeats him/herself every other interval (i.e., the periodicity is 2). Figure 9.4 illustrates the sequence; the number at each event location is the number of the day that the individual committed the offense (starting at an arbitrary day 1).

Since this fictitious individual is completely predictable, we can easily guess when and where the next event will occur (see table 9.5 above). The direction will, of course, be at 45 degrees from the previous location. Looking at the last known event (event 13), the distance traveled was 4.2426. Thus, we predict that the individual will revert to a move of 1 in the X direction and 1 in the Y direction, or coordinates X=26, Y=26. Finally, for time interval, since the last known time interval was 4 days, then this individual will commit the next event 2 days later, or day number 39.

**Example 1: Analysis**

The first step is to analyze the sequencing of the events. There are 13 events and 12 intervals. The correlogram produces the following output (table 9.6).

Looking at the unadjusted correlations, it can be seen that time shows an alternating pattern of perfect correlations. The first repeating positive 1.0 correlation is for lag 2, which is the exact periodicity that was specified in the example. This offender repeats the time sequence every other time. Thus, if the individual alternates between committing offenses 2 and 4 days after the last, then knowing the time interval for the last offense, it can be assumed that the next event will repeat the next-to-the-last time interval.

For distance, the highest correlation is for a lag of 3. This offender repeat himself/herself every third time, which is exactly what was programmed into the example. Thus, knowing the location of the last event, it can be assumed that the individual will choose the same distance for the next interval as three earlier. Finally, all lags show a perfect 1.0 correlation for bearing. The lowest one is taken, which is a lag of 1. That is, this individual repeats the direction every single time (i.e., he/she always travels in the same direction). Thus, in summary, the correlogram shows that the individual repeats the time interval every other time, the distance every third time, and the direction every time.
Figure 9.4:
Example of a Predictable Serial Offender: I
(N=13 Incidents)
Table 9.6

Correlogram of Predictable Serial Offender: 1

The CWA - Diagnostics routine merely confirms these correlations. The regression equations yield an $R^2$ of 1.0 (unadjusted) for each of three variables, for the appropriate lag. For example, table 9.7 below shows the regression results for distance for a lag of 3.

Table 9.7

Regression Results for Serial Offender 1: Distance

<table>
<thead>
<tr>
<th>Variable: distance</th>
<th>Standard error of estimate: 0.00000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R: 1.00000</td>
<td>Squared multiple R: 1.00000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std Error</th>
<th>t</th>
<th>P(2 Tail)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant 0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>Coefficient 1.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

Analysis of Variance

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum-of-Squares</th>
<th>df</th>
<th>Mean-Square</th>
<th>F-ratio</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>12.00000</td>
<td>1</td>
<td>12.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>Residual</td>
<td>0.00000</td>
<td>8</td>
<td>0.00000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12.00000</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The adjusted correlogram show a similar pattern, though the absolute correlations have been reduced. The best decision would still be for a lag of 2 for time, a lag of 3 for distance, and a lag of 1 for bearing. Figure 9.5 shows a graph of the correlogram. *CrimeStat* has a built-in graph function for the correlogram and adjusted correlogram.

**Example 1: Prediction**

Finally, for prediction, it is apparent that the best method would be to use a regression equation with lags of 2 for time, 3 for distance, and 1 for bearing. Table 9.8 shows the output. As can be seen, the routine predicts exactly the next time and location. The next event for this completely predictable serial offender will be on day 39 at the location with coordinates X=26, Y=26.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Predicted value</th>
<th>From event</th>
<th>Method</th>
<th>Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time interval</td>
<td>2.00000</td>
<td>13</td>
<td>Regression</td>
<td>2</td>
</tr>
<tr>
<td>Distance interval</td>
<td>1.41421</td>
<td>13</td>
<td>Regression</td>
<td>3</td>
</tr>
<tr>
<td>Bearing interval</td>
<td>44.99997</td>
<td>13</td>
<td>Regression</td>
<td>1</td>
</tr>
</tbody>
</table>

Predicted time ..........: 39.00000
Predicted X coordinate : 26.00000
Predicted Y coordinate : 26.00000

The regression equation is the best model in this case. The other methods produce reasonably close approximations, however. Table 9.9 shows the results of using other methods for prediction. As seen, a model where all three components (time, distance, bearing) were lagged by 1 as well as a model where all three components were lagged by 3 also produces the expected correct answer. The mean interval and median interval methods also produce reasonably close, though not exact, answers. In this particular case, the regression method with the best lags produced the optimal solution.

**Example 2: Another Completely Predictable Individual**

A second example is also a perfectly predictable individual. This time, the directional component changes. The directional trend is northward, but with changes in angle every third event. The time pattern is completely consistent with subsequent events occurring every two days. Table 9.10 presents the pattern and the logical next event while figure 9.6 displays the pattern.
Figure 9.5: Correlogram of Serial Offender: 1
Table 9.9
Comparison of Methods for Predictable Serial Offender 1

<table>
<thead>
<tr>
<th>EVENT</th>
<th>X</th>
<th>Y</th>
<th>DISTANCE</th>
<th>DAYS</th>
<th>TIME INTERVAL</th>
<th>DIRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical Prediction for next event</td>
<td>14</td>
<td>26</td>
<td>26</td>
<td>1.4142</td>
<td>39</td>
<td>2</td>
</tr>
</tbody>
</table>

PREDICTION:

Mean (lag=1) | 14 | 27.0 | 27.0 | 2.8 | 40.0 | 3.0 | 45.0 |
Median (lag=1) | 14 | 27.0 | 27.0 | 2.8 | 41.0 | 4.0 | 45.0 |

Regression:

Lag=1 | 14 | 26.6 | 26.6 | 2.3 | 39.0 | 2.0 | 45.0 |
Lag=2 | 14 | 27.0 | 27.0 | 2.9 | 39.0 | 2.0 | 45.0 |
Lag=3 | 14 | 26.0 | 26.0 | 1.4 | 39.0 | 2.0 | 45.0 |
Optimal (t=2,d=3,b=1) | 14 | 26.0 | 26.0 | 1.4 | 39.0 | 2.0 | 45.0 |

Table 9.10
Example of a Predictable Serial Offender: 2
(N = 14 incidents)

<table>
<thead>
<tr>
<th>Event</th>
<th>X</th>
<th>Y</th>
<th>Distance</th>
<th>Days</th>
<th>Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2.8284</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>2.0000</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>7</td>
<td>2.8284</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>9</td>
<td>2.8284</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>11</td>
<td>2.0000</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>13</td>
<td>2.8284</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>15</td>
<td>2.8284</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>17</td>
<td>2.0000</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>19</td>
<td>2.8284</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>21</td>
<td>2.8284</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>23</td>
<td>2.0000</td>
<td>23</td>
<td>2</td>
</tr>
</tbody>
</table>

Logical prediction for next event | 13 | 3 | 25 | 2.8284 | 25 | 2 |
Figure 9.6: Example of a Predictable Serial Offender: 2 (N=12 Incidents)
The correlogram reveals that both distance and bearing repeat themselves every third event while the time interval is repeated every time. The regression diagnostics show that there is perfect predictability for time and for distance, and high predictability for bearing (not shown). Finally, a regression model is used for prediction with lags of 1 for time, 3 for distance, and 3 for bearing. The model correctly predicts the expected time (days=25) and location (X=3, Y=25). Table 9.11 shows the results.

Methodology for CWA

These two examples illustrate what the CWA routine is doing. There are three steps. First, the sequential pattern is analyzed with the correlogram. This shows which lags have the strongest correlations between lags for time, distance, and bearing separately. Second, the pattern is tested with a regression model. The purpose is to determine how strong a relationship is any particular model. As will be suggested below, if a model is too weak or, conversely, too strong, it most likely will not predict very well. Third, a prediction model is selected. The user can utilize the regression model or use the mean interval or median interval.

<table>
<thead>
<tr>
<th>EVENT</th>
<th>X</th>
<th>Y</th>
<th>DISTANCE</th>
<th>DAYS</th>
<th>TIME INTERVAL</th>
<th>DIRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical Prediction for next event</td>
<td>13</td>
<td>3</td>
<td>25</td>
<td>2.82B4</td>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>PREDICTION:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (lag=1)</td>
<td>13</td>
<td>2.2</td>
<td>25.2</td>
<td>2.5</td>
<td>25.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Median (lag=1)</td>
<td>13</td>
<td>3.0</td>
<td>25.0</td>
<td>2.8</td>
<td>25.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Regression:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag=1</td>
<td>13</td>
<td>3.0</td>
<td>25.0</td>
<td>2.8</td>
<td>25.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Lag=2</td>
<td>13</td>
<td>1.9</td>
<td>25.2</td>
<td>2.4</td>
<td>25.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Lag=3</td>
<td>13</td>
<td>3.0</td>
<td>25.0</td>
<td>2.8</td>
<td>25.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Optimal (t=1,d=3,b=3)</td>
<td>13</td>
<td>3.0</td>
<td>25.0</td>
<td>2.8</td>
<td>25.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Example 3: A Real Serial Offender

How well does the CWA routine work with real serial offenders? People are not as predictable as these examples; the examples are algorithmic and people don’t work like algorithms. But, to the extent to which there is some predictability in human behavior, the CWA routine can be a useful tool for crime analysis, detection, and apprehension.
To illustrate this, a serial offender was identified from a large data set obtained from Baltimore County. The individual committed 16 offenses between 1992 and 1997 when he was eventually apprehended. The profile of crimes committed by this individual were quite diverse. There were 11 larceny incidents (shoplifting and bicycle theft), 1 residential burglary, 1 commercial burglary, 2 assaults, and 1 robbery.

To test the model, the first 15 incidents were used to predict the 16th. This allowed the error between the observed and predicted values for time and location to be used for evaluation. Figure 9.7 shows the sequencing of actions of the first 15 incidents committed by this individual, most of which occurred in the eastern part of Baltimore County.

The correlogram revealed a complicated pattern (figure 9.8). The adjusted matrix was used because of the high correlations at higher-order lags. Nevertheless, the optimal lags appeared to be 1 for time, 3 for distance, and 6 for bearing. A regression model was used to test these parameters. Figure 9.7 also shows the predicted location for the next likely location (the red plus sign) and the location where the individual actually committed the 16th event (green triangle). The error in prediction was good. The distance between the actual and predicted locations was 1.8 miles and the error in predicting the time of the next location was 3.9 days. Overall, the model did quite well for this individual.

**Event Sequence as an Analogy to a Correlated Walk**

Nevertheless, there are problems in the model for this case. First, this is not a true sequence of actions, but a pseudo-sequence. The individual doesn’t go from the first event to the second event to the third event, and so forth. A considerable time may elapse between events. Similarly, distance and direction are conceptual only, not real. For example, in figure 9.7, the individual did not actually travel across the inlets of the Chesapeake Bay as the lines indicate. Distance between the events was actually much greater than estimated by the model and direction was more complex. Nevertheless, to the extent to which an individual makes a spatial decision about where to go, implicitly he or she is making a directional and distance decision. In other words, the decision making process may take into account prior locations. In this case, the CWA routines would be useful.

**Example 4: A Second Real Serial Offender**

A second real example confirms that the method can produce reasonably close predictions. An offender committed 13 crimes, including three incidents of shoplifting, eight incidents of theft from a vehicle, one residential burglary, and one highway robbery. The correlogram showed that a lag of 1 was strongest for time, distance, and bearing (figure 9.9). The R-squares were moderate (0.45 for time; 0.18 for distance; 0.18 for bearing). Using the regression method with a lag of 1 for each component, the likely location of the next event was predicted (Figure 9.10). The error between the predicted event and the actual event was, again, reasonable with a difference in time of 3.3 days and a difference in distance of 2.4 miles.
Figure 9.7: Likely Location for Next Crime: Serial Offender in Baltimore County
N=16 Incidents
Figure 9.8: Correlogram of Actual Offender
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Figure 9.9: Correlogram of Another Offender
Figure 9.10:
Likely Location for Next Crime:
Another Serial Offender in Baltimore County
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Tracking a Burglary Gang with the Correlated Walk Analysis

Bryan Hill
Glendale Police Department
Glendale, AZ

The space-time analysis tools provided with *CrimeStat II* add an important element to an analyst’s review of a tactical prediction effort. Although the method for calculating the Correlated Walk Analysis (CWA) is still more experimental than proven, it allows the analyst to see potential patterns in relation to a suspect’s crime travel in terms of time, distance, and direction. In a recent burglary series involving several jurisdictions in our county, the CWA technique was used as part of an aggregate process referred to as the Probability Grid Method. That method combines results from several models to predict the next likely area for a new hit in a crime series. One of the most confusing aspects of these burglaries was the fact that several jurisdictions were involved and the offenders seemed to bounce back and forth from one jurisdiction to the next.

There were also 219 offenses in the series, providing considerable complexity. Because there were so many events, the distances could be anywhere from 0.5 miles to 20 miles, I could never really put my finger on what direction or distance the offender would hit next, but was confident a pattern existed and was likely changing over time. The following map shows the probability grid areas predicted and the CWA points predicted. The triangles shown represent the last four hits. The first hit was near the probability grid prediction in the northern portion of the map; however the subsequent hits were all very close to where the CWA routine predicted they would be. This was also a brand new area for these offenders and was a surprise to the department investigating these incidents. This area was not what was expected based on the SD ellipses and other methods used to predict the next event. The CWA tool requires more testing to determine the accuracy of its predictions, however it may turn out to be a valuable tool in a crime analyst’s arsenal.
Accuracy of Predictions

However, it's important not to be overly optimistic about the technique. It is always possible to find cases that fit a method very well. The above mentioned cases appear to do that. Unfortunately, the method is not a magic elixir for predicting serial offenders. Like any method, it has error. It is also a fairly new tool in crime analysis so that we don't have a lot of experience with it. The one example of its use was by Helms (1999), who also is cautious about its utility.

Therefore, at this point, I cannot give conclusive results about whether the method is accurate or not and under what conditions it is best used. It will take some experience to know how effective it is for crime analysis.

To explore the accuracy of the method, 50 serial offenders were identified from a large database of more than 41,000 incidents in Baltimore County between 1993 and 1997 (see Chapter 10 for details). The 50 offenders were identified based on knowing the dates on which they committed crimes, or at least on which they committed crimes for which they were charged and eventually tried. The number of incidents varied from a low of 7 incidents to a high of 38 incidents. An attempt was made to produce balance in the number of incidents, though the actual distribution of cases did reflect the availability of candidates in the database. For the fifty individuals, the distribution of incidents was 7 (five individuals), 8 (four individuals), 9 (six individuals), 10 (two individuals), 11 (five individuals), 12 (five individuals), 13 (six individuals), 14 (three individuals), 15 (six individuals), 17 (two individuals), and one individual each for 20, 21, 24, 29 and 38 incidents.

To test the CWA model, the last event committed by these individuals was removed so that N-1 events could be used to predict event N. In this way, it is possible to evaluate the accuracy of the method.

Ten methods were compared:

1. The optimal regression method for time with the lag having the strongest relationship being selected;
2. The optimal regression method for location (distance and bearing) where the with the lags for distance and bearing having the strongest relationship being selected;
3. A regression model for time with a lag of 1;
4. A regression model for location with a lag of 1 (for both distance and bearing);
5. The mean interval for time;
6. The mean interval for location (distance and bearing);
7. The median interval for time;
8. The median interval for location (distance and bearing);
9. The mean center of the incidents (for location only); and
10. The center of minimum distance of the incidents (for location only).
The latter two methods were used for reference. For journey to crime estimation, the center of minimum distance is the best at predicting the origin location of serial offenders (see chapter 10). The reason is because this statistic minimizes the distance to all incident locations. The mean center was close behind, though not quite as good. As an estimate, the center of minimum distance is a very good index when there is a single origin that is being predicted. On the other hand, where the purpose is to predict the location of a next event, the center of minimum distance and mean center may be less than useful since they will not generally predict the actual next location. They minimize error, but are rarely accurate. For example, in the above mentioned cases (two theoretical and two real), these statistics did not predict accurately the location of the next event. Instead, they identified a point in the middle of the distribution where the sum of the distances to all incident locations was small.

Error Analysis

Each of the models was compared to the actual time and location of the last, removed incident. For time, the error measure was in days (the absolute difference between the actual day and the predicted day). For location, the error measure was in miles (i.e., absolute distance between the actual and predicted location). The results were mixed. Overall, error was moderate. Table 9.12 summarizes the overall error.

Overall, the center of minimum distance and the mean center do produce, as expected, smaller errors for distance than any of the CWA methods; as noted above, locations in the middle of the distribution of incidents will minimize error, but they won't predict accurately the location of a next event nor indicate in which direction it will occur from the last event. On the other hand, the CWA methods are not particularly accurate, either. They work very well for a completely predictable offender, as was seen in the examples above, but not necessarily for real offenders.

Among the CWA methods, the mean interval, median interval and the lag 1 regression appears to give better results for time than the optimal regression. Overall, the median interval produces the lowest median error, which is about a month and half. In terms of location, the mean interval and median intervals produce slightly better results than the optimal regression, though the lag 1 regression was just as good.

Comparison of CWA Methods

At this point, it is unclear as when it is best to use this technique. Three variables seem to explain part of the error variation. First, a larger sample size leads to better prediction, as would be expected (Table 9.13).

For time, there is definitely an improvement in predictability with larger sample sizes. Among these methods, the mean interval and lag 1 regression show the smallest error for the largest samples (14 cases). For distance, on the other hand, generally, the error increases with increasing sample size. The one exception is for the optimal regression method where medium-sized samples (10-13 cases) produce the lowest error.
Table 9.12

Average and Median Error for CWA Methods
50 Serial Offenders

<table>
<thead>
<tr>
<th>Method</th>
<th>Average Error</th>
<th>Median Error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time (days)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal regression: time</td>
<td>112.2</td>
<td>79.8</td>
</tr>
<tr>
<td>Lag 1 regression: time</td>
<td>88.1</td>
<td>70.0</td>
</tr>
<tr>
<td>Mean interval: time</td>
<td>89.7</td>
<td>64.9</td>
</tr>
<tr>
<td>Median interval: time</td>
<td>91.2</td>
<td>45.5</td>
</tr>
</tbody>
</table>

| **Distance (miles)**          |               |              |
| Optimal regression: location  | 6.4           | 5.4          |
| Lag 1 regression: location    | 5.7           | 4.2          |
| Mean interval: location       | 5.8           | 4.7          |
| Median interval: location     | 5.3           | 3.9          |

| **Reference Location (miles)**|               |              |
| Mean center                  | 3.3           | 1.7          |
| Center of minimum distance   | 3.1           | 1.2          |

Variables Affecting Predictability

Long time span

There are a variety of reasons for these strange results, but one reason may be the time span of the events. Some of these offenders committed crimes over a long period, up to five years. Sample size is intrinsically related to the time span ($r=0.55$). The longer the time span that an offender commits crimes, the more incidents he/she will perpetrate. With increasing time, the individual’s behavior patterns may change.

For those offenders with many incidents, a separate analysis was conducted of the events occurring within the last year. Many of these individuals appeared to have moved their base of operation over time, so the isolation of the most recent events was done in order to produce a clearer behavior pattern. The results, while promising, were not dramatic. Accuracy was improved a little compared to using the full sequence, particularly spatial accuracy. However, even with the last few events, these frequently occurred over a long time period (up to two years). Consequently, the idea of isolating a 'clean' set of events did not materialize, at least with these data. On the other hand, with a data set of only recent events, it may be possible to improve predictability.
### Table 9.13

**Sample Size and Prediction Error**  
(Average Error)

<table>
<thead>
<tr>
<th>Time</th>
<th>Sample Size</th>
<th>Optimal Regression</th>
<th>Lag 1 Regression</th>
<th>Mean Interval</th>
<th>Median Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(days)</td>
<td>6-9</td>
<td>143.4</td>
<td>108.5</td>
<td>116.4</td>
<td>120.8</td>
</tr>
<tr>
<td></td>
<td>10-13</td>
<td>108.2</td>
<td>86.8</td>
<td>83.4</td>
<td>79.5</td>
</tr>
<tr>
<td></td>
<td>11+</td>
<td>79.8</td>
<td>65.1</td>
<td>65.7</td>
<td>71.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distance (miles)</th>
<th>Sample Size</th>
<th>Optimal Regression</th>
<th>Lag 1 Regression</th>
<th>Mean Interval</th>
<th>Median Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(miles)</td>
<td>6-9</td>
<td>7.4</td>
<td>5.2</td>
<td>5.0</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>10-13</td>
<td>5.5</td>
<td>6.0</td>
<td>5.7</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>11+</td>
<td>6.1</td>
<td>5.9</td>
<td>6.8</td>
<td>6.1</td>
</tr>
</tbody>
</table>

**Centrographic: Distance (miles)**

<table>
<thead>
<tr>
<th>Centrographic: Distance</th>
<th>Sample Size</th>
<th>Mean Center Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(miles)</td>
<td>6-9</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>10-13</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>11+</td>
<td>4.3</td>
</tr>
</tbody>
</table>

### Table 9.14

**Regression Diagnostics and Prediction Error**  
Comparison of CWA Regression Methods

<table>
<thead>
<tr>
<th>R-Square</th>
<th>Time (days)</th>
<th>Distance (miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal Regression</td>
<td>Lag 1 Regression</td>
</tr>
<tr>
<td>0-0.29</td>
<td>93.7</td>
<td>90.9</td>
</tr>
<tr>
<td>0.30-0.59</td>
<td>89.3</td>
<td>33.8</td>
</tr>
<tr>
<td>0.60+</td>
<td>164.3</td>
<td>122.7</td>
</tr>
</tbody>
</table>

9.39
Strength of predictability

A second variable that appears to have an effect is the strength of predictability, based on the first N-1 cases. For the diagnostics routine, as the overall R-square for the regression equation increases, the regression equation does better. However, with very high R-square coefficients, the error is worse. Table 9.14 shows the relationship.

The lowest error is obtained with moderate R-square coefficients, for both time and distance. This is why one has to be careful with very high lagged correlations in the correlogram and high R-squares in the diagnostics. Unless one is dealing with a perfectly predictable individual (as the two theoretical examples illustrated), high correlations may be a result of a very small sample size, rather than any inherent predictability.

Limitations of the Technique

In short, users should be careful about using the CWA technique. It can be useful for identifying repeating patterns by an offender, but it won’t necessarily predict accurately the offender’s next actions. There are a variety of reasons for the lack of predictability. First, there may be intermediate events that are unknown. With each of these offenders in the Baltimore County database, there is always the possibility that the individuals committed other crimes for which they were not charged. The sequential analysis assumes that all the events are known. But this may not be the case.

A simulation on several cases was conducted by removing events and then re-running the correlogram and prediction models. Removing one event did not appreciably alter the relationship, but removing more than one event did. In other words, if there are unknown events, the true sequential behavior pattern of the offender may not be properly identified. Considering that most offenders commit fewer than 10 incidents before they get caught, the statistical effect of missing information may be critical.

A second reason has been alluded to already. In applying the model to crime events, it is not a true sequential model, but a pseudo-sequential model since much time may intervene between events. Distance and direction are conceptual in the sense that the individual doesn’t directly orient from one event to the other, but returns to his/her living patterns. Thus, what may appear to be a repeating pattern may not be. Here, the issue of sample size is critical. If there are only a few incidents on which to base an analysis, one could see a pattern which actually doesn’t exist. One has to be careful about drawing inferences from very small samples.

A third reason is that people are inherently unpredictable. The two algorithmic examples produced excellent results, but few persons are that systematic about their behavior. Therefore, we must be cautious in expecting too much out of the model.
Conclusion

Nevertheless, the model has utility. First, it can help police identify whether there is a pattern in an offender's behavior. Knowing that there is a pattern can help in planning an arrest strategy. Even if the strategy does not pay off every time, it may improve police effectiveness. In short, the CWA can help a police department analyze the sequential behavior of an offender they are trying to catch. They may be able to anticipate a new event and may be able to warn people who are more likely to be attacked by this individual. If used carefully, the model can be useful for crime analysis and detection.

Second, it can encourage the development of additional predictor tools for individuals. As mentioned above, the center of minimum distance produces a 'best guess' estimate in the sense that it minimizes the distance to the next event. It usually doesn't predict the next event, but it does produce a minimal error. If used in conjunction with the CWA, it may be possible to narrow the search area for the next event.

Third, the CWA model can stimulate research into crime prediction. Police are always trying to predict the next event by an offender and will use multiple techniques and a lot of intuition in trying to 'out-guess' an offender. It is hoped that the CWA model will stimulate more research into predicting the sequence of offender behavior as well into how those sequences aggregate into a large spatial pattern. Most of this text has been devoted to analyzing the spatial patterns of a large number of events. The statistics have, perhaps naively, assumed that each of those events were independent. In reality, they aren't since many crimes are committed by the same individuals. In theory, a distribution of crime incidents could be disaggregated into a distribution of sequences of events committed by the same offenders, if we had enough information. Understanding how aggregate distributions is a by-product of the behavior of a limited number of individuals is an important research goal that needs to be addressed.

In the next chapter, we'll look at Journey-to-crime modeling and at the issue of modeling criminal travel behavior.
Endnotes for Chapter 9

1. It would be possible to make a one-tailed test with the simulation. For example, if one is only interested in the degree of clustering, one could adopt the 95 percentile as the threshold. An observed Mantel value that was lower than this threshold would be consistent with the null hypothesis.

2. Henderson, Renshaw and Ford (1981) defined the correlated walk as a two-dimensional walk where the sum of the probabilities in four directions along a lattice are:

\[ P = p + q + 2r = 1 \]

where \( P \) is the total probability (1), \( p \) is the probability of continuing in the same direction, \( q \) is the probability of moving in an opposite direction, and \( r \) is the probability of moving one unit to the right or to the left. The advantage of this formulation is that the probabilities do not have to be equal (i.e., \( p \) could exceed \( q \) or \( r \)). Nevertheless, the individual steps can be considered a special case of a correlated random walk in the plane (Henderson, 1981).

The non-lattice two dimensional case can also be considered a recurrent random walk since a step in any direction (not just along a lattice) can be considered the result of two steps, one in the X direction and one in the Y (or, alternatively, a pairing of all steps in the X direction with all steps in the Y direction). Unfortunately, this logic does not apply to more than two dimensions. Such multi-dimensional walks do not have to return to their origin. However, Spitzer (1963) has shown that an independent walk is recurrent if the second moment around the origin is finite.