Chapter 13
Trip Generation

Background

In this chapter, the theory and mechanics of the trip generation stage will be explained. *Trip generation* is a model of the number of trips that originate and end in each zone for a given jurisdiction. Given a set of N destination zones and M origin zones (which include all the destination zones and, possibly, zones from adjacent jurisdictions), separate models are produced of the number of crimes originating and ending in each of these zones. That is, a separate model is produced of the number of crimes originating in each of the M origin zones, and another model is produced of the number of crimes ending in each of the N destination zones. The first is a *crime production* model while the second is a *crime attraction* model.

Two points should be emphasized. First, the models are predictive. That is, the result of the models are a prediction of both the number of crime trips originating in each zone and the number of crime trips ending in each zone (i.e., crimes occurring in a zone). Because the models are a prediction, there is always error between the actual number and that predicted. As long as the error is not too large, the model can be a useful tool for both analyzing the correlates of crime as well as being useful for forecasting or for simulating policy interventions.

Second, because the number of crimes attracted to the study jurisdiction will usually be greater than the number of crimes predicted for the origin zones, due primarily to crime trips coming from outside the origin areas, it is necessary to balance the productions and attractions. This is done in two steps. One, an estimate of trips coming from outside the study area (external trips) is added to the predicted origins as an ‘external zone’. Two, a statistical adjustment is done in order to ensure that the total number of origins equals the total number of destinations. This is called balancing and is essential as an input into the second stage of crime travel demand modeling - trip distribution.

In the following discussion, first, the logic behind trip generation modeling is presented, including the calibration of a model, the addition of external trips in making a model, and the balancing of predicted origins and predicted destinations. Second, the mechanics of conducting the trip generation model with *CrimeStat* is discussed and illustrated with data from Baltimore County.

Modeling Trip Generation

The process of modeling trip generation is fairly well developed, at least with respect to ordinary trips. It proceeds through a series of logical steps that make up the aggregate trip generation model.
**Trip Purpose**

Trip generation modeling starts with the reasons behind travel. At an individual level, people make trips for a reason - to go to work, to go shopping, to go to a medical appointment, to go for recreation, or, in the case of offenders, to commit a crime. These are called trip purposes. Since there are a very large number of trip purposes, usually these are categorized into a few major groupings. In the case of the usual travel demand forecasting, the distinctions are home-to/from-work (or home-based work trips), home-to/from-non-work (or home-based non-work trips, e.g., shopping), and a non-home trip where neither the origin nor the destination are at the traveler’s residence location (non-home-based trips).

Since the model has aggregated trips to a zone, the trip purposes are collections of trips from each origin zone to each destination zone. Thus, each zone produces a certain number of home-work trips, home-non-work trips, and non-home trips and each zone attracts a certain number of home-work trips, home-non-work trips, and non-home trips. This is the usual distinction that most transportation modeling organizations make. The trip purposes are documented during a large travel survey that asks individuals to fill out travel diaries for one or two days of travel. In the travel diaries, detailed information about each trip is documented - time of day, destination of trip, purpose of trip, travel modes used in making the trips, accompanying passengers, route taken, and time to complete the trip.

**Crime Trip Groupings**

For crime trips, however, these distinctions are not very meaningful. There is very little information on how offenders make trips. One cannot just take a sample of offenders and ask them to complete a travel diary about how, when, and where the trip took place. With arrested offenders, it might be possible to produce such a diary, but both memory problems as well as legal concerns quickly make this an unreliable source of information. Therefore, as indicated in chapter 11, a decision has been made to reference all trips with respect to the residential home location. All crime trips are analyzed as home-crime trips.

However, other distinctions can be made. The most obvious is by type of crime. There are robbery trips, burglary trips, vehicle theft trips, and so forth. Similarly, distinctions can be made by travel time such as afternoon trips or evening trips. As mentioned in chapter 12, though, the sample size will decrease with greater distinctions. Logically, one can divide a sample into a very large number of important distinctions (e.g., afternoon burglary trips involving two or more offenders). However, this reduces the sample size and increases the error in estimation, particularly at the trip distribution and subsequent stages.

An important point that distinguishes the aggregate demand types of travel demand models, as is being implemented here, and the newer generation of activity-based trips is that there are no linked trips with the aggregate approach (FHWA, 2001a). If an offender first steals a car, then uses the car to rob a grocery store followed by a burglary, the
aggregate approach models this as three separate trips, rather than as a series of three linked crime trips (which the activity-based models do). This is a deficiency with the aggregate travel demand model. In order to make the aggregate models work, each trip is considered independent of any other trip. While this is not realistic behaviorally, since we know that many crimes are committed in sequence as part of a single journey (or tour), the zonal approach does limit the underlying logic of crime trips. Nevertheless, the aggregate approach can be very useful as long as it implemented consistently. With the current state of activity-based modeling, there is not yet any evidence that they produce more accurate predictions than the cruder, aggregate approach (FHWA, 2001a).

Correlates of Crime

Any trip has contextual correlates associated with it. It is well documented that the likelihood of making a trip (crime or otherwise) is not equal across areas of a metropolitan region. There are age correlates of travel, socioeconomic correlates of travel, and land use correlates of travel; the latter are usually associated with trip purposes (e.g., retail areas attract shopping trips).

The trip generation model being implemented in this version of CrimeStat is an aggregate model. Thus, the predictors are aggregate, rather than behavioral, in nature, as discussed in chapter 11. They are correlates of trips, not necessarily the reasons for the trips. For example, typically population is the best predictor of trips. Zones with many persons will produce, on average, more crime trips than zones with fewer persons. The observation is not a reason, but is simply a by-product of the size of the zone. Similarly, low-income zones will tend to produce, on average, more crime trips than wealthier zones; again, this is not a reason, but a correlate of the characteristics that might contribute to individual likelihoods for committing crimes.

As mentioned in chapter 12, there are a number of different variables that could be used for prediction, although population (or a proxy for population, such as households), income or poverty, and land use variables would be the most common (NCHRP, 1998).

Theoretical Relevance of the Variables

In general, the variables that are selected should be empirically stable and theoretically meaningful. That is, they should be stable variables that do not change dramatically from year to year. They should be reliably measured so that an analyst can depend on their values. Finally, they should be meaningful in some ways. That is, they should be plausible enough that both crime analysts and researchers and informed outsiders should agree that the relationship is plausible. The variables either should have been demonstrated to be predictors in earlier research or else to be so correlated with known factors as to be considered meaningful proxies.
Spurious correlates

On the other hand, if a variable is either a correlate of a known predictor or idiosyncratic, then it is liable not to be believed. For example, the number of taxis usually correlates with the amount of employment since taxis tend to ply commercial areas for their trade. Adding the number of taxis in a predictive model is liable to produce significant statistical effects in predicting crime destinations. However, few persons are going to believe that this is a real factor since it is understood to be a correlate of a more structural variable.

Idiosyncratic variables are those that appear in unique situations. For example, in some cities, adjacency to a freeway is a correlate of crime origins (e.g., in Baltimore County where low income populations live) whereas in other cities, it is a correlate of crime destinations (e.g., in Houston where there are frontage roads with major commercial strips that attract crimes). The variables may be real predictors. However, the analyst or researcher will have difficulty persuading others to believe in the model, at least until the results can be replicated.

In other words, what is required for the model is a set of reasonable correlates of crime trips that would be plausible and stable over time. It is an ecological model, not a behavioral one.

Social Disorganization Variables

There is a very large literature on the predictors of crime, typically following from the social disorganization literature (for example, Park and Burgess, 1924; Thrasher, 1927; Shaw and McKay, 1942; Newman, 1972; Ehrlich, 1975; Cohen and Felson, 1979; Wilson and Kelling, 1982; Stack, 1984; Messner, 1986; Chiricos, 1987; Kohfeld and Sprague, 1988; Bursik and Grasmick, 1993; Hagan, J. & R. Peterson, 1994; Fowles and Merva, 1996; Bowers and Hirschfield, 1999 among many other studies). Much of this literature identifies correlates that are associated with crime incidents. Among the factors that have been associated with crime and delinquency are poverty, low income households, overcrowding, substandard housing, low education levels, single-parent households, high unemployment, minority and immigrant populations.

Multicolinearity among the independent variables

There are two statistical problems associated with using these variables as predictors. The first is the high degree of overlap between the variables. Zones that have high poverty levels typically also have low household income levels, higher population densities, substandard housing, a high percentage of renters, and higher proportion of minority and immigrant populations. In a regression model, this overlap causes a condition known as multicolinearity. Essentially, the independent variables correlate so highly among themselves that they produce ambiguous, and sometimes strange, results in a regression model. For example, if two independent variables are highly correlated, frequently one will have a positive coefficient with the dependent variable while the other
will have a negative coefficient; conversely, they sometimes can cancel each other out. Thus, in spite of the correlates with crime levels, in a model it is usually best to eliminate co-linear variables. The result is that simple variables usually end up being the most straightforward to use (population, median household income) with many of the subtle, but theoretically relevant, variables typically dropping out of the equation.

**Failure to distinguish origins from destinations**

Second, in much of this literature, however, there is not a clear distinction between origin predictors and destination predictors. That is, in most cases, the correlates of crimes were identified but it is often unclear whether these correlates are associated with the neighborhoods of the offenders (origins) or the locations where the crimes occur (destinations). This can result in a set of vague correlates without clear direction about whether the variables are associated with producing or attracting conditions. In fact, in much of the early literature on social disorganization, it was implicitly assumed that crimes are produced in the neighborhoods where the offenders lived, a linkage that is increasingly becoming disconnected. For modeling crime trips, however, it is essential that the predictors of origins be kept separate from the predictors of destinations.

**Accuracy and Reliability**

A trip generation model should be accurate and reliable. **Accuracy** means that the model should replicate as closely as possible the actual number of trips originating or ending in zones and that there should be no bias (which is a systematic under- or over-estimating of trips). **Reliability** means that the amount of error is minimized.

These criteria have two implications which are somewhat at odds. First, we have to choose models that replicate as closely as possible the number of trips originating or ending in a zone. In general, this would be a model that had the highest overall predictability. But, second, we have to choose models that minimize total prediction errors. This allows a model to replicate the number of trips for as many zones as possible. The two criteria are somewhat contradictory because crime trips are highly skewed. That is, a handful of zones will have a lot of crimes originating or ending in them while many zones will have few or no crimes. The zones with the most crimes will have a disproportionate impact on the final model. Thus, a model that obtains as high a prediction as possible (i.e., highest log-likelihood or $R^2$) may actually only predict accurately for a few zones and may be very wrong for the majority.

The strategy, therefore, is to obtain a model that balances high predictability but by keeping the total prediction error low.

**Count Model**

Another element of the model is that the trip generation model is for counts (or volumes), not for rates. The model predicts the number of crimes originating in each origin zone and the number of crimes occurring in each destination zone. The model could be
constructed to predict rates, but normally it is not done. For most travel demand modeling, as mentioned in chapter 11, the model predicts the number of trips originating or ending in a zone. Thus, there is a crime production model that predicts the number of crimes originating in each zone and a crime attraction model that predicts the number of crimes

Approaches Towards Trip Generation Modeling

Trip Tables

There are two classic approaches to trip generation modeling. The first uses a trip table (sometimes called a cross-classification table or a category analysis). A trip table is a cross-classification matrix. Several predictive variables are divided into categories (e.g., three levels of household income; four levels of vehicle ownership; three levels of population density) and a mean number of trips is estimated, usually from a survey. For example, a survey of household income might show the relationship between household income and the number of trips taken by individuals of the households. Based on a sample, estimates of the average number of trips per person can be obtained for each income level (e.g., 3.4 trips per day for persons from low income households; 4.5 trips per day for persons from median income households; 6.7 trips per day for persons from high income households). These variables are further subdivided into two-way or three-way cross-tabulation tables (e.g., low income and medium vehicle ownership; low income and high vehicle ownership). Table 13.1 illustrates a possible trip table model involving two variables. In practice, three or four variables are used.

The main reason that trip tables are used in a trip generation model is because of the non-linear nature of trips. Predictive variables are usually not linear in their effects on the number of trips. Thus, unless a sophisticated non-linear model is used, sizeable error can be introduced in a prediction. It is usually safer to use a trip table approach (Ortuzar and Willumsen, 2001). There are some major handbooks on the topic (Henscher and Button, 2002; ITE, 2003). In fact, the Institute of Transportation Engineers publishes a large handbook that gives extensive trip production and trip attraction tables by detailed land uses (ITE, 2003). These tables are often used in formal environmental review processes for site analysis and are frequently accepted by courts in litigation. They are not without their problems, however, and there have been numerous critiques of the tables (Shoup, 2002; NCHRP, 1998). They also cannot be used in a travel demand model and will produce erroneous results.

The problem for crime analysis, however, is that it is impossible to obtain these data. One cannot ask a sample of offenders how many crimes they undertake each day in order to estimate the mean expectations for a table. Thus, one has to adopt a more indirect approach in modeling crime productions and attractions.

A second problem with the trip table approach is its use with zonal data. While it could be applied to zonal data (e.g., using median household income and average vehicle ownership in table 13.1 instead of individual household income and vehicle ownership),
such an approach requires interpretation and some degree of arbitrariness. For example, how does one subdivide median household income? One person might interpret it slightly differently than another; unlike simple numerical counts (e.g., 0 vehicle ownership; 1 vehicle ownership; 2 vehicle ownership), there is too much variability in categorizing variables at the zonal level.¹

### Table 13.1

**Illustration of Possible Trip Table Approach to Trip Generation**

*Average Trips Per Adult, Age 16+*

<table>
<thead>
<tr>
<th>Household income</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>3.2</td>
<td>4.6</td>
<td>6.7</td>
</tr>
<tr>
<td>Vehicle Ownership</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2+</td>
<td>5.4</td>
<td>7.8</td>
<td>8.1</td>
</tr>
</tbody>
</table>

OLS Regression Modeling

The second approach is to use a *regression* framework. In this approach, the number of crimes either originating or ending in each zone are estimated from zone characteristics using a regression model. This can be written in an equation:

\[ Y_i = f(X_1, X_2, X_3, ..., X_k) + \epsilon \]  \hspace{1cm} (13.1)

The mean number of crimes, \( Y_i \) (either originating or ending in zone \( i \)), is a function of a number of independent variables, \( X_1, X_2, X_3, ..., X_k \) for these zones; there are \( k \) independent variables, including any constants. There is also an error term which represents the discrepancy between the actual observation and what the model predicts. This is sometimes called *residual error* since it is the difference between the observed and predicted values (\( O_i - Y_i \)). The function is unspecified and can be non-linear.²

The traditional approach to regression modeling assumed that the independent variable are linear in their effect on the dependent variable. Thus,

\[ Y_i = \alpha + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3, ..., + \beta_k X_k + \epsilon \]  \hspace{1cm} (13.2)

In this model, there are \( K \) independent variables and one constant term (\( \alpha \)) that needs to be estimated. For each zone, \( i \), each of the independent variables has a weight associated with
it (the coefficients, $\beta$). The product of the value of the independent variable times its weight represents its effect. The individual effects of each of the $K$ independent variables are summed to produce an overall estimate of the dependent variable, $Y$.

The method for estimating this equation usually minimizes the sum of the squares of the residual errors. Hence, the procedure is called *Ordinary Least Squares* (or OLS). If the equation is correctly specified (i.e., all relevant variables are included), the error term, $\epsilon$, will be normally distributed with a mean of 0 and a constant variance, $\sigma^2$.

**Problems with OLS Regression Modeling**

However, there are a number of major problems associated with OLS regression modeling.

*Skewness of crime events*

First, crime events are extremely statistically skewed. Some locations have a much higher likelihood of a crime event (either an origin or a destination) than others. Figure 13.1 below shows the number of crimes from 1993 to 1997 in Baltimore County that occurred at each location. That is, the graph shows the number of incidents that occurred at every location, plotted in decreasing order of frequency. Thus, there were 7,965 locations where only one crime occurred between 1993 and 1997. There were 2,878 locations where two crimes occurred in that period. There were 1,138 locations where three crimes occurred in that period. At the other end of the spectrum, there were 332 locations that had 10 or more crimes during the period and there were 97 locations that had 30 or more crimes occur. If we add to this the very large number of locations that had no crimes occur, the unequal likelihoods of crime by location is even more dramatic. In other words, the data are highly skewed with respect to the frequency of crimes. Most locations either had no crimes occur or very few, while a few locations had many crimes occur.

Aggregating crimes into zones tends to reduce some of the skewness. For example, grouping the crimes by origin traffic analysis zone (TAZ) reduced it a little bit. Nineteen of the 525 origin zones in Baltimore County and Baltimore City did not have any crimes occur in them while 15 zones had only one crime occur. Six zones had two crimes originate from them while 8 zones had three crimes originate from them. At the other end, 1 zone had 738 crimes originate from it and another zone had 533 originate from it. Of the 525 origin zones, 155 had 100 or more crime events. Similar results are found for the destination zones. Figure 13.2 graphs the distribution of origins and destinations by TAZ’s in bins of 50 incidents each.

Skewness in the dependent variable usually makes the final model biased and unreliable. Particularly if the skewness is positive (i.e., a handful of cases have very large values), the resulting regression coefficients will reflect the cases with the highest values rather than represent all the cases with approximately equal weights. These so-called ‘outliers’ can overwhelm a regression equation. In an extreme case, a very large outlier may totally determine the model. For example, an experiment with 100 cases was created with a
Figure 13.1:
Frequency Distribution of Baltimore Crimes: 1993-97
Figure 13.2:
Skewness in Crime Origins and Destinations: Baltimore County: 1993-97
progressing dependent variable and a **random** independent variable (i.e., the independent variable had its value selected randomly). The dependent variable progressed from 1 to 100. For the first 99 cases, the independent variable took values from 0.12 to 9.9, randomly assigned. The correlation between these two variables for the first 49 cases was 0.04. However, for the 100th case, the independent variable was given a value of 100. The correlation between the two variables now shot up to 0.17. Even though the F-test for this was not significant, it represented a sizeable jump. Replacing one other independent value with a 50 caused the correlation to jump to 0.23, which was statistically significant. In other words, two outliers caused a random series to appear significant!

Skewness makes prediction difficult. The OLS model assumes that each independent variable contributes to the dependent variable at an arithmetic rate; there is a constant slope such that a one unit change in the independent variable is associated with a constant change in the dependent variable. With skewness, on the other hand, such a relationship will not be found. Large changes in the independent variable will be necessary to produce small changes in the dependent variable, but the effect is not constant. In other words, the OLS model typically cannot explain the non-linear changes in the dependent variable.³

**Negative predictions**

A second problem with OLS is that it can have negative predictions. With a count variable, such as the number of crimes originating or ending in a zone, the minimum number is zero. That is, the count variable is always **positive**, being bounded by 0 on the lower limit and some large number on the upper limit. The OLS model, on the other hand, can produce negative predicted values since it is additive in the independent variables. This clearly is illogical and is a major problem with data that are very skewed. If the most common value is close to zero, it is very possible for an OLS model to predict a negative count.

**Non-consistent summation**

A third problem with the OLS model is that the sum of the input values do not necessarily equal the sum of the predicted values. Since the estimate of the constant and coefficients is obtained by minimizing the sum of the squared residual errors, there is no balancing mechanism to require that they add up to the same as the input values. For a trip generation model in which the number of predicted origins has to equal the number of predicted destinations (after adding in the number of predicted external trips), this can be a big problem. In calibrating the model, adjustments can be made to the constant term to force the sum of the predicted values to be equal to the sum of the input values. But in applying that constant and coefficients to another data set, there is no guarantee that the consistency of summation will hold. In other words, the OLS method cannot guarantee a consistent set of predicted values.
Non-linear effects

A fourth problem with the OLS model is that it assumes the independent variables are linear in their effect. If the dependent variable was normal or relatively balanced, then a linear model might be appropriate. But, when the dependent variable is highly skewed, as is seen with these data, typically the additive effects of each component cannot usually account for the non-linearity. Independent variables have to be transformed to account for the non-linearity and the result is often a complex equation with non-intuitive relationships. It is far better to use a non-linear model for a highly skewed dependent variable.

Greater residual errors

The final problem with an OLS model and a skewed dependent variable is that the model tends to over- or under-predict the correct values, but rarely comes up with the correct estimate. With skewed data, typically an OLS equation produces non-constant residual errors. That is, one of the major assumptions of the OLS model is that all relevant variables have been included. If that is the case, then the errors in prediction (the residual errors - the difference between the observed and predicted values) should be uncorrelated with the predicted value of the dependent variable. Violation of this condition is called heteroscedasticity because it indicates that the residual variance is not constant. The most common type is an increase in the residual errors with higher values of the predicted dependent variable. That is, the residual errors are greater at the higher values of the predicted dependent variable than at lower values (Draper and Smith, 1981, 147).

A highly skewed distribution tends to encourage this. Because the least squares procedure minimizes the sum of the squared residuals, the regression line balances the lower residuals with the higher residuals. The result is a regression line that neither fits the low values or the high values. For example, motor vehicle crashes tend to concentrate at a few locations (crash hot spots). In estimating the relationship between traffic volume and crashes, the hot spots tend to unduly influence the regression line. The result is a line that neither fits the number of expected crashes at most locations (which is low) nor the number of expected crashes at the hot spot locations (which are high). The line ends up over-estimating the number of crashes for most locations and under-estimating the number of crashes at the hot spot locations.

Poisson Regression Modeling

Poisson regression is a non-linear modeling method that overcomes some of the problems of OLS regression. It is particularly suited to count data (Cameron and Trivedi, 1998). In the model, the number of events is modeled as a Poisson random variable with a probability of occurrence being

\[
\text{Prob} (Y_i) = \frac{e^{-\lambda} \lambda^{Y_i}}{Y_i!}
\]  

(13.3)
where $Y_i$ is the count for one group or class, $\lambda$ is the mean count over all groups, and $e$ is the base of the natural logarithm. The distribution has a single parameter, $\lambda$, which is both the mean and the variance of the function.

The "law of rare events" assumes that the total number of events will approximate a Poisson distribution if an event occurs in any of a large number of trials but the probability of occurrence in any given trial is small (Cameron and Trivedi, 1998). Thus, the Poisson distribution is very appropriate for the analysis of rare events such as crime incidents (or motor vehicle crashes or rare diseases or any other rare event). The Poisson model is not particularly good if the probability of an event is more balanced; for that, the normal distribution is a better model as the sampling distribution will approximate normality with increasing sample size. Figure 13.3 illustrates the Poisson distribution for different expected means.

The mean can, in turn, be modeled as a function of some other variables (the independent variables). Given a set of observations on dependent variables, $X_{k_i} (X_1, X_2, X_3, ..., X_k)$, the conditional mean of $Y_i$ can be specified as an exponential function of the $X$'s:

$$E(Y_i / X_{k_i}) = \lambda_i = e^{X_{ki} \beta}$$ (13.4)

where $X_{k_i}$ is a set of independent variables, $\beta$ is a set of coefficients, and $e$ is the base of the natural logarithm. Now, the conditional mean (the mean controlling for the effects of the independent variables) is non-linear. Equation 13.4 is sometimes written as

$$\ln \lambda_i = X_{ki} \beta$$ (13.5)

and is known as the loglinear model. In more familiar notation, this is

$$\ln \lambda_i = \alpha + \beta_1 X_{i1} + \beta_2 X_{i2} + \beta_3 X_{i3} + \ldots \ldots + \beta_k X_{ik}$$ (13.6)

That is, the natural log of the mean is a function of $K$ random variables.

Note, that in this formulation, there is not a random error term. The data are assumed to reflect the Poisson model. There can be "residual errors", but these are assumed to reflect an incomplete specification (i.e., not including all the relevant variables. Also, since the variance equals the mean, it is expected that the residual errors should increase with the conditional mean. That is, there is inherent heteroscedasticity (Cameron and Trivedi, 1998). This is very different than an OLS where the residual errors are expected to be constant.

The model is estimated using a maximum likelihood procedure, typically the Newton-Raphson method. In Appendix C, Luc Anselin presents a more formal treatment of both the OLS and Poisson regression models, including the methods by which they are estimated.
Figure 13.3:

Poisson Distribution
For Different Expected Means
Advantages of the Poisson Regression Model

The Poisson model overcomes some of the problems of the OLS model. First, the Poisson model has a minimum value of 0. It will not predict negative values. This makes it ideal for a distribution in which the mean or the most typical value is close to 0. Second, the Poisson is a fundamentally skewed model; that is, it is non-linear with a long 'right tail'. Again, this model is appropriate for counts of rare events, such as crime incidents.

Third, because the Poisson model is estimated by a maximum likelihood method, the estimates are adapted to the actual data. In practice, this means that the sum of the predicted values is virtually identical to the sum of the input values, with the exception of very slight rounding off error. In the subsequent balancing of the predicted origins and the predicted destinations, this leads to a more stable estimate since the only difference between the predicted origins and predicted destinations is the number of trips that come from outside the study area (external trips). Since the external trips are added to the predicted origins, the balancing operation is less prone to adjustment error.

Fourth, compared to the OLS model, the Poisson model generally gives a better estimate of the number of crimes for each zone. The problem of over- or under-estimating the number of incidents for most zones with the OLS model is usually lessened with the Poisson, at least for crime and other rarer events. When the residual errors are calculated, generally the Poisson has a lower total error than the OLS.

In short, the Poisson model has some desirable statistical properties that make it very useful for predicting crime incidents (origins or destinations).

Problems with the Poisson Regression Model

On the other hand, the Poisson model is not perfect. The primary problem is that count data are usually over-dispersed.

Over-dispersion in the residual errors

In the Poisson distribution, the mean equals the variance. In a Poisson regression model, the mathematical function, therefore, equates the conditional mean (the mean controlling for all the predictor variables) with the conditional variance. However, most real data are over-dispersed; the variance is generally greater than the mean. Figure 13.4 shows the distribution of Baltimore County and Baltimore City crime origins and Baltimore County crime destinations by TAZ (repeat of figure 13.2) and also indicates the variance-to-mean ratio of each variable. For the origin distribution, the ratio of the variance to the mean is 14.7; that is, the variance is 14.7 times that of the mean! For the destination distribution, the ratio is 401.5!

In other words, the variance is many times greater than the mean. Most real-world count data are similar to this; the variance will usually be a lot greater than the mean. What this means in practice is that the residual errors - the difference between the observed
Figure 13.4: Over-dispersion

Origins:
- Mean = 75.8
- Variance = 7848.8
- Ratio of variance to mean = 14.7

Destinations:
- Mean = 129.1
- Variance = 51,849.1
- Ratio of variance to mean = 401.5
and predicted values for each zone, will be greater than what is expected. The Poisson model calculates a standard error as if the variance equals the mean. Thus, the standard error will be underestimated using a Poisson model and, therefore, the significance tests (the coefficient divided by the standard error) will be greater than it really should be. This would have the effect of identifying variables as being more statistically significant in a model than what they actually should be. In other words, in a Poisson multiple regression model, we would end up selecting variables that really should not be selected because we think they are statistically significant when, in fact, they are not.

Another problem with the Poisson, which is true for most of the common regression methods, is the lack of a spatial predictor component. As mentioned in chapter 12, in the crime travel demand model, spatial interaction is handled during the second stage of the model - trip distribution. Thus, any errors introduced in the first stage - trip generation, are usually compensated for during the second. Nevertheless, the inclusion of a spatial component in a regression model would generally improve the prediction. For this version of CrimeStat, non-spatial methods are used for the first stage.

**Dispersion Correction Parameter**

There are a number of methods for correcting the over-dispersion in a count model. Most of them involve modifying the assumption of the conditional variance equal to the conditional mean. For example, the negative binomial model assumes a Poisson mean but a gamma-distributed variance term (Cameron and Trivedi, 1998, 62-63; Venables and Ripley, 1997, 242-245). That is, there is an unobserved variable that affects the distribution of the count. The model is then of a Poisson mean but with a 'longer tail' variance function. As another example, the zero-inflated Poisson model assumes a Poisson function combined with a degenerate function with a probability of 1 for zero counts (Hall, 2000). Such mixed function models are a current topic of research. In general, though, they are complicated and require estimating several parameters.

There is a simple correction for over-dispersion that usually works (Cameron and Trivedi, 1998, 63-65). The model proceeds in two steps. In the first, the Poisson model is fitted to the data and the degree of over- (or under-) dispersion is estimated. The dispersion parameter is defined as:

\[
\Phi = \frac{1}{N - K - 1} \sum \frac{(Y_i - P_i)^2}{P_i} \tag{13.7}
\]

where \(N\) is the sample size, \(K\) is the number of independent variables, \(Y_i\) is the observed number of events that occur in zone \(I\), and \(P_i\) is the predicted number of events for zone \(I\). The test is similar to an average chi-square in that it takes the square of the residuals \((Y_i - P_i)\) and divides it by the predicted values, and then averages it by the degrees of freedom. The dispersion parameter is a standardized number. A value greater than 1.0 indicates over-dispersion while a value of less than 1 indicates under-dispersion (which is rare, though possible). A value of 1.0 indicates *equidispersion* (or the variance equals the mean).
In the second step, the Poisson standard error is multiplied by the square root of the dispersion parameter to produce an adjusted standard error:

\[ SE_{adj} = SE \times \sqrt{\phi} \]  

(13.8)

The new standard error is then used in the t-test to produce an adjusted t-value. This adjustment is found in most Poisson regression packages using a Generalized Linear Model (GLM) approach, such as SAS (McCullagh and Nelder, 1989, 200). Cameron and Trivedi (1998) have shown that this adjustment produces results that are virtually identical to that of the negative binomial, but involving fewer assumptions.

**Diagnostic Tests**

There are a number of diagnostics tests that are used in a regression framework, whether OLS, Poisson, or other methods.

**Skewness Tests**

First, there are tests of skewness in the dependent variable. As mentioned above, the OLS model cannot be applied to data that are highly skewed. If they are skewed, a non-linear model, such as the Poisson, must be used. Therefore, it is essential to evaluate the degree of skewness.

A commonly used measure of skewness is the \( g \) statistic (Microsoft, 2000):

\[ \text{Skewness (g)} = \frac{n}{(n-1)(n-2)} \sum_{i=1}^{n} \left( \frac{X_i - \text{Mean} X}{s} \right)^3 \]  

(13.9)

where \( n \) is the sample size, \( X_i \) is observation \( i \), Mean \( X \) is the mean of \( X \), and \( s \) is the sample standard deviation (corrected for degrees of freedom):

\[ s = \sqrt{\frac{\sum_{i=1}^{n} (X_i - X)^2}{n-1}} \]  

(13.10)

The standard error of skewness (SES) can be approximated by (Tabachnick and Fidell, 1996):

\[ \text{SES} = \frac{6}{n} \sqrt{\frac{\sum_{i=1}^{n} (X_i - X)^2}{n-1}} \]  

(13.11)
An approximate Z-test can be obtained from:

\[ Z(g) = \frac{g}{\text{SES}} \quad (13.12) \]

Thus, if \( Z \) is greater than \(+1.96\) or smaller than \(-1.96\), then the skewness is significant at the \( p \leq 0.05 \) level.

As an example, for the data on the origins of crimes by TAZ in Baltimore County:

\[ \bar{X} = 75.108 \]
\[ s = 96.017 \]
\[ n = 325 \]
\[ \sum_{i=1}^{n} \left[ \frac{(X_i - \text{MeanX})}{s} \right]^3 = 898.391 \]

Therefore,

\[ g = \frac{325}{324 \times 323} \times 898.391 = 2.79 \]

\[ \text{SES} = \sqrt{\frac{6}{325}} = 0.136 \]

\[ Z(g) = 20.51 \]

The \( Z \) of the \( g \) value shows the data are highly skewed as we, of course, knew.

**Likelihood Ratio Test**

Second, there are tests of the overall model. In a maximum likelihood framework, the first test is of the log-likelihood function. A likelihood function is the joint density of all the observations, given a value for the parameters, \( \beta \), and the variance, \( \sigma^2 \). The log-likelihood is the natural log of this product, or the sum of the logs of the individual densities. For the OLS model, the log-likelihood is:

\[ L = -\frac{(Y_i - X_i \beta_k)^2}{\sigma^2} - \frac{N}{2} \ln(2\pi) - \frac{N}{2} \ln(\sigma^2) - \frac{1}{2} \ln(\sigma^2) - \frac{1}{2} \left( \frac{\sigma^2}{\sigma^2} \right) \quad (13.13) \]
where $N$ is the sample size, $\sigma^2$ is the variance, $Y_1$ is the observed number of events for zone I, and $X_{1i} \beta_k$ is a series of $K$ independent predictors multiplied by their coefficients.

In the Poisson model, the log-likelihood is:

$$L = \sum \left[ -\lambda_i + Y_i X_{1i} \beta_k - \ln Y_i! \right]$$  \hspace{1cm} (13.14)

where $\lambda_i$ is the conditional mean for zone I, $Y_i$ is the observed number of events for zone ii, and $Y_i X_{1i} \beta_k$ is a cross-product of the observed events times the $K$ independent predictors multiplied by their coefficients. As mentioned above, Luc Anselin provides a more detailed discussion of these functions in Appendix C.

Since the maximum likelihood method achieves the model with the highest log-likelihood, the log-likelihood is a negative number. Even though the model with the highest log-likelihood is considered 'best', it is not an intuitive number. Consequently, the Likelihood Ratio compares the log-likelihood of the regression model with the log-likelihood that would be obtained if only the mean number of counts was taken. This latter log-likelihood is:

$$L_R = -N \text{ (MeanY)} + [\ln (\text{MeanY}) (\sum Y_i)] - \sum \ln Y_i!$$  \hspace{1cm} (13.15)

The Likelihood Ratio test is:

$$LR = 2(L - L_R)$$  \hspace{1cm} (13.16)

where $L$ is the model log-likelihood and $L_R$ is the log-likelihood of the mean count. The Likelihood Ratio is twice the difference between log-likelihood values of the regression and mean models respectively. It follows a $\chi^2$ distribution with $K$ degrees of freedom (where $K$ is the number of independent variables).\footnote{5}

\textit{Adjusted likelihood ratio}

The Likelihood Ratio is a more intuitive index since it is a chi-square test. However, it is prone to the problem of all regression methods of over-fitting - the more independent variables are added to the model, the higher is the Likelihood Ratio. Consequently, there are several methods that adjust for the number of parameters fit. One is the Akaike Information Criterion (AIC) which is defined as:

$$AIC = -2L + 2(K+1)$$  \hspace{1cm} (13.17)

where $L$ is the log-likelihood and $K$ is the number of independent variables. A second one is the Schwartc Criterion (SC), which is defined as:

$$SC = 2L + [(K+1)\ln(N)]$$  \hspace{1cm} (13.18)
These two measures adjust the log-likelihood for degrees of freedom, and flip the sign around. The model with the highest AIC or SC values are ‘best’.

**R-square Test**

The most familiar test of an overall model is the R-square (or $R^2$) test. This is the percent of the total variance of the dependent variable accounted for by the model. More formally, it is defined as:

$$R^2 = 1 - \frac{\sum (Y_i - P_i)^2}{\sum (Y_i - \text{MeanY})^2}$$ (13.19)

where $Y_i$ is the observed number of events for a zone, $P_i$ is the predicted number of events given a set of K independent variables, and MeanY is the mean number of events across zones. The R-square value is a number from 0 to 1; 0 indicates no predictability while 1 indicates perfect predictability.

For an OLS model, R-square is a very consistent estimate. It increases in a linear manner with predictability and is, therefore, a good indicator of how effective one model is compared to another. As with all diagnostic tests, the value of the R-square increases with more independent variables. Consequently, R-square is usually adjusted for degrees of freedom:

$$R_a^2 = 1 - \frac{[\sum (Y_i - P_i)^2] / (N-K+1)}{\sum (Y_i - \text{MeanY})^2 / (N - 1)}$$ (13.20)

where N is the sample size and K is the number of independent variables.

**R-square for Poisson model**

With the Poisson model, however, the R-square value (whether adjusted or not) is not necessarily a good measure of overall fit. While the Poisson R-square varies from 0 to 1, similar to the OLS, it is not monotonic. That is, the addition of a new variable to an equation often has unpredictable effects; sometimes it will increase substantially and sometimes it will increase only a little independent of how strong is a variable’s association with the dependent variable (Miaou, 1996). This inconsistency comes from the decomposition of the total sum of squares:

$$\sum (Y_i - \text{MeanY})^2 = \sum (Y_i - P_i)^2 + \sum (P_i - \text{MeanY})^2 + 2 \sum (Y_i - P_i)(P_i - \text{MeanY})$$ (13.21)

The first term in the equation is the residual sum of squares (or error term) while the second term is the explained sum of squares. In an OLS model, the third term is zero if an intercept is included (Cameron and Trivedi, 1998, 153). Hence, the total sum of squares is broken into two parts - that which is explained and that which is unexplained. However, for the Poisson
and other non-linear regression methods, the last term is not zero. Consequently, a test that compares the explained sum of squares to the total sum of squares will not produce consistent results.

Consequently, alternative R-square measures are sometimes used. One of these is *Deviance R-square*. It is defined as:

$$
R_{D}^{2} = 1 - \frac{\sum (Y_{i} * \ln \{ P_{i} / \text{MeanY} \}) - (Y_{i} - P_{i})}{\sum Y_{i} * \ln \{ Y_{i} / \text{MeanY} \}}
$$

where $Y_{i}$ is the observed number of events for each zone, $I$, $P_{i}$ is the predicted number of events for each zone based on $K$ independent predictors, and MeanY is the mean number of events across all zones.

The Deviance R-square measures the reduction in the Likelihood Ratio due to the inclusion of predictor variables. It produces a slightly different R-square, one that is typically higher than the traditional R-square. Whereas the traditional one might not show a large increase upon the introduction of an independent variable, the Deviance R-square often does show the increase.

Nevertheless, it has problems, too. Miaou (1996) argues that there is not a single R-square index that is perfectly consistent and suggests that users need to use multiple ones. There are other R-square values that have been proposed, but these two are sufficient for now. In short, a user must look at both as an indicator of how good is a model compared to another model.

**Dispersion Parameter**

Finally, in the Poisson model only, the dispersion parameter indicates the extent to which the variance is different from the mean. This was defined in equation 13.7 above.

**Coefficients, Standard Errors, and Significance Tests**

The second type of diagnostic tests are those for the individual predictors in the model. In both the OLS and Poisson models, there are three tests:

1. **The coefficient.** This indicates the change in the dependent variable associated with the change in the independent variable. In the case of the OLS, it is a linear term (i.e., the value of the dependent variable is multiplied by the coefficient) while in the Poisson model, it has to be converted by raising the product to an exponential term (i.e., $e^{\beta x}$).

2. **The standard error.** Each estimated coefficient in a model accounts for some of the variance in the dependent variable. This variance is the contribution of
the particular independent variable to the variance of the dependent variable. The square root of that variance is the standard error.

3. The significance level. The ratio of the coefficient to the standard error produces a significance test of the coefficient. In the OLS model, it is a t-test with N-K-1 degrees of freedom whereas in the Poisson model it is an asymptotic t-test, which is effectively a Z-test. The appropriate tables (t-test or standard normal) produce approximate probability levels of a Type I error (the likelihood of falsely rejecting a true null hypothesis of no relationship).

Testing for Multicolinearity

One of the major problems with any regression model, whether OLS or Poisson, is multicolinearity among the independent variables. In theory, each independent variable should be statistically independent of the other independent variables. Thus, the amount of variance for the dependent variable that is accounted for by each independent variable should be a unique contribution. In practice, however, it is rare to obtain completely independent predictive variables. More likely, two or more of the independent variables will be correlated. The effect is that the estimated standard error of a predictor variable is no longer unique since it shares some of the variance with other independent variables. The greater the communality of the variances, the more ambiguous the predicted effects. If two variables are highly correlated, it is not clear what contribution each makes towards predicting the dependent variable. In effect, multicolinearity means that variables are measuring the same effect.

Multicolinearity among the independent variables can produce very strange effects in a regression model. Among these effects are: 1) If two independent variables are highly correlated, but one is more correlated with the dependent variable than the other, the stronger one will usually have a correct sign while the weaker one will sometimes get flipped around (e.g., from positive to negative, or the reverse); 2) Two variables can cancel each other out; each coefficient is significant when it alone is included in a model but neither are significant when they are together; 3) One independent variable can inhibit the effect of another correlated independent variable so that the second variable is not significant when combined with the first one; and 4) If two independent variables are virtually perfectly correlated, many regression routines break down because the matrix cannot be inverted.

All these effects indicate that there is non-independence among the independent variables. Aside from producing confusing coefficients, multicolinearity can overstate the amount of prediction in a model. Since every independent variable accounts for some of the variance of the dependent variable, with multicolinearity, the overall model will appear to improve when it probably hasn’t.

Tolerance test

A user has to be aware of the problem of multicolinearity and seek to minimize it. The simplest solution is to drop variables that are co-linear with other independent variables
already in the equation. A relatively simple test for assessing this is called tolerance. Tolerance is defined as lack of predictability of each independent variable by the other independent variables, or:

\[
\text{Tol} = 1 - (R_{ijk..l})^2
\]

where \((R_{ijk..l})^2\) is the R-square of an equation where independent variable I is predicted by the other independent variables, j, k, l, and so forth. That is, each independent variable in turn is regressed against the other independent variables in the equation. The R\(^2\) associated with that model is subtracted from 1. The higher the tolerance level, the less a particular independent variable shares its variance with the other independent variables.

**Fixed Model vs. Stepwise Variable Selection**

There are several strategies designed to reduce multicollinearity in a model. One is to start with a defined model and eliminate those variables that have a low tolerance. The total model is estimated and the coefficients for each of the variables are estimated at the same time. This is sometimes called a fixed model. Then, variables that are co-linear are removed from the equation, and the model is re-run.

Another strategy is to estimate the coefficients a step at a time, a procedure known as stepwise regression. There are several standard stepwise procedures. In the first procedure, variables are added one at a time (a forward selection model). The independent variable having the strongest linear correlation with the dependent variable is added first. Next, the independent variable from the remaining list of independent variables with the highest correlation with the dependent variable, controlling for the one variable already in the equation, is added next and the model is re-estimated. In each step, the independent variable with the highest correlation with the dependent variable controlling for the variables already in the equation is added to the model, and the model is re-estimated. This proceeds until either all the independent variables are added to the equation or else a stopping criterion is met. The usual criterion is only variables with a certain significance level are allowed to enter (called a p-to-enter).

A backward elimination procedure works in reverse. All independent variables are initially added to the equation. The variable with the weakest coefficient (as defined by the significance level) is removed, and the model is re-estimated. Next, the variable with the weakest coefficient in the second model is removed, and the model is re-estimated. This procedure is repeated until either there are no more independent variables left in the model or else a stopping criterion is met. The usual criterion is that all remaining variables pass a certain significance level (called a p-to-remove).

There are combinations of these procedures, for example adding a variable in a forward selection manner but then removing any variables that are no longer significant or using a backward elimination procedure but allowing new variables to enter the model if they suddenly become significant.
There are advantages to each approach. A fixed model allows specified variables to be included. If either theory or previous research has indicated that a particular combination of variables is important, then the fixed model allows that to be tested. A stepwise procedure might drop one of those variables. On the other hand, a stepwise procedure usually can obtain the same or higher predictability than a fixed procedure (whether predictability is measured by a log-likelihood or an R-square).

Within the stepwise procedures, there are also advantages and disadvantages to each method, though the differences are generally very small. A forward selection procedure adds variables one at a time. Thus, the contribution of each new variable can be seen. On the other hand, a variable that is significant at an early stage could become not significant at a later stage because of the unique combinations of variables. Similarly, a backward elimination procedure will ensure that all variables in the equation meet a specified significance level. But, the contribution of each variable is not easily seen other than through the coefficients. In practice, one usually obtains the same model with either procedure, so the differences are not that critical.

A stepwise procedure will not guarantee that multicollinearity will be removed entirely. However, it is a good procedure for narrowing down the variables to those that are significant. Then, any co-linear variables can be dropped manually and the model re-estimated. In the CrimeStat trip generation, both a fixed model and a backward elimination procedure are allowed.

**Alternative Regression Models**

There are a number of alternative methods for estimating the likely value of a count given a set of independent predictors. The negative binomial has already been mentioned. There are a number of variations of these involving different assumptions about the dispersion term. There are also a number of different Poisson-type models. Among these are the zero-inflated Poisson (or ZIP; Hall, 2000), the Weibul function, the Cauchy function, and the lognormal function (see NIST 2004 for a list of common non-linear functions).

There are also a set of spatial regression type models that correct for spatial autocorrelation in the dependent variable, such as geographically-weighted regression using a Poisson function (Fotheringham, Brunsdon, and Charlton, 2002), a hierarchical Bayesian model (Clayton and Kaldor, 1987), and a Markov Chain Monte Carlo simulation method (Miouw, Song, and Balilick, 2003).

In future versions of CrimeStat, several of these methods will be introduced. For the time being, though, the Poisson model is available as it is the most commonly used functional model for fitting count data.

**Adding Special Generators**

In a travel demand model, there are special generators. These are unique land uses or environments that produce an extra large number of trips. For regular travel demand
modeling, stadiums, airports, train stations, large parks, and 'mega-malls' generate more than their share of trips, or at least than what would be predicted by the amount of employment at those locations. They are usually attractors, not producers. In a normal transportation travel demand model, these zones are excluded from the cross-classification and independent estimates are made of them.

For crime trips, there are also special generators. Typically, these are zones that have more crimes being attracted to them than are expected on the basis of the population and employment at those locations.

Since we are using a regression model to estimate the productions and attractions, a simple way to model a special generator is to create a simple dummy variable. This is a variable where zones with the special generator get a value '1' and zones without the special generator get a '0'. Essentially, the variable is a cross-classification of the special generator versus every other zone.

One has to be cautious is doing this, however. Typically, special generators are identified by having a greater number of crimes being attracted to a zone than is predicted by the model. In other words, they have a greater positive residual error (observed - predicted) and are 'outliers' in the residual error distribution. By adding a variable to explain those cases, the residual error decreases.

But, in doing so, we aren't really explaining why the zone has more crimes than expected, but simply have accounted for it by putting in an empirical variable. In re-running the model, there will be, usually, new outliers that have a greater positive residual error. If this logic is to be repeated, then we would create new special generators for those zones and re-estimate the model. If continued without limits, eventually there would not be a model anymore but just a collection of dummy variables, one for each zone.

Therefore, a user should be cautious in introducing special generators. It is generally alright to introduce a few for the truly exceptional zones. These are zones where it is logical to treat them as special generators and where one would expect continuity over time. In other words, they should be used if the special generator status is expected to last over time. For example, a stadium or an airport or a train station is liable to remain at its location for many years. A particular shopping mall, on the other hand, may attract crimes at one particular point in time but not necessarily in the future. Unless it is a mall that is so much larger than any other mall in the region (a 'mega-mall'), it shouldn't be given a special generator status.

**Adding External Trips**

External trips are, by definition, trips that come from outside the region. They are part of the origin/production model in that these are trips that are not accounted for by the model. There are also trips that originate within the study area, but end outside the area; however, those are usually not modeled since the focus will be on the study area itself. In the usual travel demand framework, external trips are those coming from major corridors into
the region. Estimates of the travel on these corridors are obtained by *cordon counts*, counts of vehicles coming into the region and leaving the region (net inflow). Estimates of future growth of those external trips has to based on expectations of future population growth in the metropolitan region and in nearby regions.

For crime trips, external trips are defined as trips that originate outside the study area. But they must be estimated by the difference between the total number of crimes occurring in the study area and the total originating in the origin zones. That is, of all the crimes occurring in the study area, the origin zones are modeled. Those trips that originate from outside the origin zones are external trips. They must be added to the predicted number of origin trips to produce an adjusted estimate of total origins, or:

$$O_j = O_{pi} + O_e$$  \hspace{1cm} (13.24)

where $O_j$ is the total number of crime origins for crimes committed in study area, $j$, $O_{pi}$ is the total number of crimes originating in the origin zones, $I$, and $O_e$ is the total number of crimes originating outside the region, $e$.

In other words, for the production (origin) model *only*, we add an external zone to account for crime trips that originated outside the modeled region. If we don't do that, in the balancing step, we'll overestimate the number of crimes originating in each zone because the predicted origins will be multiplied by a factor to ensure that the total number of origins equals the total number of destinations.

Not including the external trips can lead to bias in the model. If the number of external trips is a sizeable percentage of all crime origins occurring in the study area, then the coefficients of the origin model could be misleading. In practice, most travel demand modelers assume that if the percentage of external trips is not greater than 5%, there usually is little bias introduced (Ortuzar and Willumsen, 2001). If it is greater than 5%, then origin zones from adjacent jurisdictions need to be included in the origin model.

**Balancing Predicted Origins and Predicted Destinations**

The trip generation 'model' is actually two separate models: 1) a model of trips produced by every zone and 2) a model of trips attracted to every zone. Since a trip has an origin and a destination (by definition), then the total number of productions must equal the total number of attractions:

$$\sum_{i=1}^{n} O_i = \sum_{j=1}^{n} D_j$$  \hspace{1cm} (13.25)

where $O$ is a trip origin, $D$ is a trip destination, and $I$ and $j$ are zone numbers.

To ensure that this equality is true, a balancing operation is conducted. Essentially, this means multiplying either the number of predicted origins in each origin zone or the
number of predicted destinations in each destination zone by a constant which is the ratio of either the total destinations to the total origins (to multiply the number of predicted origins) or the ratio of the total origins to the total destinations (to multiply the number of predicted destinations).

With crime analysis, the number of destinations would generally be considered a more reliable data set than the number of origins. Because crimes are enumerated where they occur, the number of crimes occurring at any one location is more accurate than the location of the offenders. Thus, we adjust the predicted origins so that they equal the predicted destinations.

Summary of the Trip Generation Model

In summary, the trip generation model is estimated in four steps:

1. A model of the predictors of the number of crimes origins (a crime production model);
2. A model of predictors of the number of crime destinations (a crime attraction model);
3. External trips are estimated and added to the number of predicted origins as an external zone; and
4. The total number of predicted crime origins is balanced to be equal to the total number of predicted crime destinations.

The CrimeStat Trip Generation Model

In this section, we describe the trip generation model implemented in CrimeStat. As mentioned above, this step involves calibrating a regression model against the zonal data. Two separate models are developed, one for trip origins and one for trip destinations. The dependent variable is the number of crimes originating in a zone (for the trip origin model) or the number of crimes ending in a zone (for the trip destination model). The independent variables are zonal variables that may predict the number of origins or destinations.

There are three steps to the model, each corresponding to a separate tab in CrimeStat:

1. Calibrate the model
2. Make a prediction
3. Balance the predicted origins and the predicted destinations

Figure 13.5 shows an image of the trip generation model page within CrimeStat. The trip generation model is made up of three separate pages (or tabs):
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1. A *Calibrate model* page in which a regression model can be run to estimate either an origin (production) model or a destination (attraction) model;

2. A *Make prediction* page in which the estimated coefficients can be applied to the same or a different data set and in which the external trips can be added to the predicted origins; and

3. A *Balance predicted origins & destinations* page in which the total predicted origins can be adjusted to equal the total predicted destinations.

**Calibrate Model**

In the first step, models are calibrated using the input data. There is a model for the origin zones and another model for the destination zones. The user should indicate what type of model is being run in order to make the output more clear (it is not essential but can minimize confusion from mislabeling).

**Data File**

The data file is input as either the primary or secondary file. Specify whether the data file is the primary or secondary file.

**Type of Model**

Specify whether the model is for origins or destinations. This will be printed out on the output header.

**Dependent Variable**

Select the dependent variable from the list of variables. There can be only one dependent variable per model.

**Skewness Diagnostics**

If checked, the routine will test for the skewness of the dependent variable. The output includes:

1. The “g” statistic
2. The standard error of the “g” statistic
3. The Z value for the “g” statistic
4. The probability level of a Type I error for the “g” statistic
5. The ratio of the sample variance to the sample mean

Error messages indicate whether there is probable skewness in the dependent variable. If there is skewness, use a Poisson regression model.
**Independent variables**

Select independent variables from the list of variables in the data file. Up to 15 variables can be selected.

**Missing values**

Specify any missing value codes for the variables. Blank records will automatically be considered as missing. If any of the selected dependent or independent variables have missing values, those records will be excluded from the analysis.

**Type of Regression Model**

Specify the type of regression model to be used. The default is a Poisson regression with over-dispersion correction. Other alternatives are a Poisson regression and an Ordinary Least Squares regression.

**Type of Regression Procedure**

Specify whether a fixed model (all selected independent variables are used in the regression) or a backward elimination stepwise model is used. The default is a fixed model. If a backward elimination stepwise model is selected, choose the P-to-remove value (default is .01). The backward elimination starts with all selected variables in the model (the fixed procedure). However, it proceeds to drop variables that fail the P-to-remove test, one at a time. Any variable that has a significance level in excess of the P-to-remove value is dropped from the equation.

**Save Estimated Coefficients/Parameters**

The estimated coefficients of the final model can be saved as a ‘dbf’ file. Specify a file name. This would be useful in order to repeat the regression while adding in external trips to the predicted origins (see Make trip generation prediction below) or to apply the coefficients to another dataset (e.g., future values of the independent variable).

**Save Output**

The output is saved as a ‘dbf’ file under a different file name. The output includes all the variables in the input data set plus two new ones: 1) the predicted values of the dependent variable for each observation (with the name PREDICTED); and 2) the residual error values, representing the difference between the actual/observed values for each observation and the predicted values (with the name RESIDUAL).

**Poisson output**

The output of the Poisson regression routines includes 13 fields for the entire model:
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1. The dependent variable
2. The type of model
3. The sample size (N)
4. The degrees of freedom (N - # dependent variables - 1)
5. The type of regression model (Poisson, Poisson with over-dispersion correction)
6. The log-likelihood value
7. The Likelihood Ratio
8. The probability value of the Likelihood Ratio
9. The Akaike Information Criterion (AIC)
10. The Schwartz Criterion (SC)
11. The Dispersion Multiplier
12. The approximate R-square value
13. The deviance R-square value

and 5 fields for each estimated coefficient:

14. The estimated coefficient
15. The standard error of the coefficient
16. The pseudo-tolerance value of the coefficient (see below)
17. The Z-value of the coefficient
18. The p-value of the coefficient.

**OLS output**

The output of the Ordinary Least Square (OLS) routine includes 9 fields for the entire model:

1. The dependent variable
2. The type of model
3. The sample size (N)
4. The degrees of freedom (N - # dependent variables - 1)
5. The type of regression model (Norma/Ordinary Least Squares)
6. Squared multiple R
7. Adjusted squared multiple R
8. F test of the model
9. p-value of the model

and 5 fields for each estimated coefficient:

10. The estimated coefficient
11. The standard error of the coefficient
12. The tolerance value of the coefficient (see below)
13. The t-value of the coefficient
14. The p-value of the coefficient.
Multicollinearity Among the Independent Variables

To test multicollinearity, a tolerance test is run (see equation 13.23 above). There is not a simple test of whether a particular tolerance is meaningful or not. In CrimeStat, several qualitative categories are used and error messages are output:

1. If the tolerance value is 0.80 or greater, then there is little multicollinearity (No apparent multicollinearity);

2. If the tolerance is between 0.50-0.79, there is some multicollinearity (possible multicollinearity);

3. If the tolerance is between 0.25-0.49, there is probable multicollinearity (probable multicollinearity. Eliminate variable with lowest tolerance and re-run); and

4. If tolerance is less than 0.25, there is definite multicollinearity. (Definite multicollinearity. Results are not reliable. Eliminate variable with lowest tolerance and re-run).

Graph

While the output page is open, clicking on the graph button will display a graph of the residual errors (on the Y axis) against the predicted values (on the X axis).

Make Trip Generation Prediction

This routine applies an already-calibrated regression model to a data set. This would be useful for several reasons: 1) if external trips are to be added to the model (which is normally preferred); 2) if the model is applied to another data set; and 3) if variations on the coefficients are being tested with the same data set. The model will need to be calibrated first (see Calibrate trip generation model) and the coefficients saved as a parameters file. The coefficient parameter file is then re-loaded and applied to the data.

Data File

The data file is input as either the primary or secondary file. Specify whether the data file is the primary or secondary file.

Type of Model

Specify whether the model is for origins or destinations. This will be printed out on the output header.
Trip Generation Coefficients/Parameters File

This is the saved coefficient parameter file. It is an ASCII file and can be edited if alternative coefficients were being tested (be careful about editing this without making a backup). Load the file by clicking on the Browse button and finding the file. Once loaded, the variable names of the saved coefficients are displayed in the “Matching parameters” box.

Independent Variables

Select independent variables from the list of variables in the data file. Up to 15 variables can be selected.

Matching Parameters

The selected independent variables need to be matched to the saved variables in the trip generation parameters file in the same order. Add the appropriate variables one by one in the order in which they are listed in the matching parameters box. It is essential that the order by the same otherwise the coefficients will be applied to the wrong variables.

Hint: With your cursor placed in the list of independent variables, typing the first letter of the matching variable name will take you to the first variable that starts with that letter. Repeating the letter will move down the list to the second, third, and so forth until the desired variable is reached.

Missing Values

Specify any missing value codes for the variables. Blank records will automatically be considered as missing. If any of the selected dependent or independent variables have missing values, those records will be excluded from the analysis.

Add External Trips

External trips are trips that start outside the modeled study area. Because they are crimes that originate outside the study area, they were not included in the zones used for the origin model. Therefore, they have to be independently estimated and added to the origin zone total to make the number of origins equal to the number of destinations. Click on the “Add external trips” button to enable this feature.

Number of external trips

Add the number of external trips to the box. This number will be added as an extra origin zone (the External zone).
**Origin ID**

Specify the origin ID variable in the data file. The external trips will be added as an extra origin zone, called the “External” zone. Note: The ID’s used for the destination file zones should be the same as in the origin file. This will be necessary in subsequent modeling stages.

**Type of Regression Model**

Specify the type of regression model to be used. The default is a Poisson regression and the other alternative is a Normally-distributed/Ordinary Least Squares regression.

**Save Predicted Values**

The output is saved as a ‘dbf’ file under a different file name. The output includes all the variables in the input data set plus the predicted values of the dependent variable for each observation (with the name PREDICTED). In addition, if external trips are added, then there should be a new record with the name EXTERNAL listed in the Origin ID column. This record lists the added trips in the PREDICTED column and zeros (0) for all other numeric fields.

**Output**

The tabular output includes summary information about the file and lists the predicted values for each input zone.

**Balance Predicted Origins & Destinations**

Since, by definition, a ‘trip’ has an origin and a destination, the number of predicted origins must equal the number of predicted destinations. Because of slight differences in the data sets of the origin model and the destination model, it is possible that the total number of predicted origins (including any external trips – see Make trip generation prediction above) may not equal the total number of predicted destinations. This step, therefore, is essential to guarantee that this condition will be true. The routine adjusts either the number of predicted origins or the number of predicted destinations so that the condition holds. The trip distribution routines will not work unless the number of predicted origins equals the number of predicted destinations (within a very small rounding-off error).

**Predicted Origin File**

Specify the name of the predicted origin file by clicking on the Browse button and locating the file.

**Origin variable**

Specify the name of the variable for the predicted origins (e.g., PREDICTED).
**Predicted Destination File**

Specify the name of the predicted destination file by clicking on the Browse button and locating the file.

*Destination variable*

Specify the name of the variable for the predicted origins (e.g., PREDICTED).

*Balancing method*

Specify whether origins or destinations are to be held constant. The default is ‘Hold destinations constant’.

**Save Predicted Origin/Destination File**

The output is saved as a ‘.dbf’ file under a different file name. The output includes all the variables in the input data set plus the adjusted values of the predicted values of the dependent variable for each observation. If destinations are held constant, the adjusted variable name for the predicted trips is ADJORIGIN. If origins are held constant, the adjusted variable name for the predicted trips is ADJDEST.

**Output**

The tabular output includes file summary information plus information about the number of origins and destinations before and after balancing. In addition, the predicted values of the dependent variable are displayed.

**Example Trip Generation Model**

To illustrate this model, let's run through these procedures using an example from Baltimore County. In the case of Baltimore County, traffic analysis zones (TAZ) were used for the zonal geography. Two data sets are produced, one for the crime origins and one for the crime destinations. For Baltimore County, the origin data set has 532 zones covering both Baltimore County and the City of Baltimore with the total number of crime origins for each zone (sub-divided into different crime types - robberies, burglaries, vehicle theft) and a number of possible predictor variables (population, retail and non-retail employment, median household income, poverty levels, and vehicle ownership). Similarly, the destination data set has 325 zones with the number of crime destinations for each zone (again, sub-divided into different crime types) and number of possible predictor variables (population, retail and non-retail employment, median household income, and several land use categories - acreage allocated for retail, residential, office space, and conservation uses). Sample data sets are provided on the CrimeStat download page.
Setting Up the Origin Model

In the first step, an origin model is created. Figure 13.6 shows the selection of the dependent variable and some possible independent variables. The type of model is an ordinary Poisson regression. The dependent variable is the number of crimes occurring between 1993 and 1997 in each origin zone (BCORIG). Eight possible independent variables have been selected: the 1996 population of each zone (POP96), the median household income of the zone relative to the zone with the highest median household income (INCEQUAL), the number of 1996 non-retail employees in each zone (NONRE T96), the number of 1996 retail employees in each zone (RE TEMP96), the total linear miles of arterial roads in each zone (ARTERIAL), a dummy variable for whether the Baltimore Beltway (I-695) passed through the zone or not (BELTWAY), the linear distance of the zone from Baltimore harbor in the CBD (DISTANCE), and the number of households without automobiles (ZEROAUTO - this cannot be seen in the image).

The model is set up to run a Poisson regression without an over-dispersion correction. It is a fixed model in which all independent variables are included. The coefficients are saved under “Save estimated coefficients” dialogue box and the output (the predicted values) are saved under the “Save output” dialogue box. Both boxes ask for a file name.

Table 13.2 shows the results. Key statistics are highlighted. The overall model is highly significant. The Likelihood Ratio is highly significant and the R-squares are reasonably high (0.50 for the R-square and 0.42 for the deviance R-square). The coefficients for each of the variables are significant.

However, there are two major problems. First, the dispersion multiplier (parameter) is very large (37.087), indicating that the conditional variance is more than 37 times greater than the conditional mean. Second, while all of the coefficients are significant, several show sizeable multicollinearity as evidenced by the pseudo-tolerance value (POP96, DISTANCE, ZEROAUTO). This indicates that these variables are essentially measuring the same thing.

Restructuring the Origin Model

Consequently, the model is restructured in three ways (figure 13.7). First, the over-dispersion correction is applied. Second, the co-linear variables DISTANCE and ZEROAUTO are dropped from the model. Third, a stepwise backward elimination procedure is used with the probability for keeping a variable in the equation (p-to-remove) being 0.01; that is, unless the probability that a coefficient could be obtained by chance is less than 1 in 100, the variable is dropped.

The result is now a model with the Likelihood Ratio and R-squares being almost as high as in the first model and in which all the coefficients are significant, but there is very little multicollinearity. (Table 13.3). The dispersion multiplier is now 1.0 since the coefficient standard errors have been corrected for the original over-dispersion (see equation 13.8 above).
Figure 13.6:
Origin Poisson Model Setup
Figure 13.7:
Origin Poisson Model with Over-dispersion Correction
Table 13.2

Results of First Origin Model Run

Model result:
Data file:                         BaltOrigins.dbf
Type of model:                     Origin
DepVar:                            BCORIG
N:                                   532
Df:                                  523
Type of regression model:          Poisson with over-dispersion correction
Log Likelihood:                    -10678.051687
Likelihood ratio(LR):              25609.182621
P-value of LR:                     0.0001
AIC:                               21374.103373
SC:                                21412.593165
Dispersion multiplier:             37.086973
R-square:                          0.499539
Deviance r-square:                 0.420031

<table>
<thead>
<tr>
<th>Predictor</th>
<th>DF</th>
<th>Coefficient</th>
<th>Stand Error</th>
<th>Pseudo-</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>1</td>
<td>0.887266</td>
<td>0.037707</td>
<td></td>
<td>23.530608</td>
<td>0.001</td>
</tr>
<tr>
<td>POP96</td>
<td>1</td>
<td>0.000337</td>
<td>0.000016</td>
<td>0.463218</td>
<td>21.665568</td>
<td>0.001</td>
</tr>
<tr>
<td>INCEQUAL</td>
<td>1</td>
<td>-0.033017</td>
<td>0.001226</td>
<td>0.608346</td>
<td>-26.926013</td>
<td>0.001</td>
</tr>
<tr>
<td>NONRET96</td>
<td>1</td>
<td>-0.000173</td>
<td>0.000028</td>
<td>0.842042</td>
<td>-6.082943</td>
<td>0.001</td>
</tr>
<tr>
<td>RETEMP96</td>
<td>1</td>
<td>-0.000364</td>
<td>0.000117</td>
<td>-3.107357</td>
<td>-0.960564</td>
<td>0.355510</td>
</tr>
<tr>
<td>ARTERIAL</td>
<td>1</td>
<td>-0.108257</td>
<td>0.025848</td>
<td>0.771634</td>
<td>-4.181834</td>
<td>0.001</td>
</tr>
<tr>
<td>BELTWAY</td>
<td>1</td>
<td>0.150967</td>
<td>0.036047</td>
<td>4.188082</td>
<td>4.188082</td>
<td>0.001</td>
</tr>
<tr>
<td>DISTANCE</td>
<td>1</td>
<td>0.034289</td>
<td>0.007842</td>
<td>0.491906</td>
<td>4.372170</td>
<td>0.001</td>
</tr>
<tr>
<td>ZEROAUTO</td>
<td>1</td>
<td>-0.000462</td>
<td>0.000141</td>
<td>-3.283930</td>
<td>-3.283930</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Looking at the model, we see six variables that significantly predict the number of crime origins. Population is the strongest, as indicated by its Z-test. Relative income equality is the next strongest, but this is a negative coefficient; that is, zones with high relative income equality produce fewer crime origins whereas zones with low relative income equality produce more crime origins. The third and fourth strongest variables are non-retail and retail employment respectively, but, again, the coefficients are negatives; zones with less employment have more crimes originate from them. Finally, the two roadway variables show significant effects. Zones in which the Baltimore Beltway passes through them have a higher number of crimes originating (as might be expected) and also zones with fewer miles of arterial have more crimes originating; with the latter variable, it's possible that we are picking up the lack of commercial employment opportunities since retail firms tend to locate on arterial roads rather than local streets.

Residual Analysis of Origin Model

The CrimeStat output includes a graph of the residual errors (actual values minus the predicted values) on the Y-axis by the predicted values on the X-axis. It is important to examine the residual errors as these can indicate outliers, problems in the data, and violation of assumptions. Figure 13.8 shows an image of the residual graph screen. As seen,
Figure 13.8:
Plot of Residual Errors and Predicted Values
the errors increase with the value of the predicted dependent variable. With the Poisson model, this is expected and does not indicate the violation of the independent errors assumption, as it does with the OLS. The errors are reasonably symmetrical and do not indicate differences in over- and under-estimation across the band of the predicted values.

There are some outliers; there are two zones that predicted substantially more crimes than actually originated in those zones and there is one zone that had more crimes originate from it than was predicted by the model. But, in general, the model appears to be reasonably balanced.

Table 13.3

Results of Second Origin Model

<table>
<thead>
<tr>
<th>Predictor</th>
<th>DF</th>
<th>Coefficient</th>
<th>Stand Error</th>
<th>Tolerance</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>1</td>
<td>2.286699</td>
<td>0.039339</td>
<td>.</td>
<td>58.127787</td>
<td>0.001</td>
</tr>
<tr>
<td>POP96</td>
<td>1</td>
<td>0.000284</td>
<td>0.000013</td>
<td>0.943426</td>
<td>22.473451</td>
<td>0.001</td>
</tr>
<tr>
<td>INCEQUAL</td>
<td>1</td>
<td>-0.018525</td>
<td>0.001026</td>
<td>0.849679</td>
<td>-18.048743</td>
<td>0.001</td>
</tr>
<tr>
<td>NONRET96</td>
<td>1</td>
<td>-0.000186</td>
<td>0.000030</td>
<td>0.866522</td>
<td>-6.139941</td>
<td>0.001</td>
</tr>
<tr>
<td>RETEMP96</td>
<td>1</td>
<td>-0.000353</td>
<td>0.000125</td>
<td>0.960769</td>
<td>-2.820286</td>
<td>0.010</td>
</tr>
<tr>
<td>ARTERIAL</td>
<td>1</td>
<td>-0.085070</td>
<td>0.027006</td>
<td>0.938167</td>
<td>-3.150019</td>
<td>0.010</td>
</tr>
<tr>
<td>BELTWAY</td>
<td>1</td>
<td>0.123109</td>
<td>0.037868</td>
<td>0.970051</td>
<td>3.251004</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Setting Up the Destination Model

The same logic is applied for the destination model. In this case, the destination file has data on 325 zones within Baltimore County only. Similar possible predictor variables are included in the file. Aside from population, retail and non-retail employment, and the roadway variables, more detailed analysis on land uses were included (acreage of commercial, residential, office space, recreational, and conservation lands). The model that was run was a Poisson with an over-dispersion correction. Again, a backward elimination procedure was adopted. Once a final model was selected, it was re-run as a fixed model to ensure that the coefficients were consistently estimated. Table 13.4 presents the results.
Five variables ended up in the final model. Again, population was significantly related to the number of crimes attracted to a zone, but was not the strongest predictor as indicated by the Z-test. The strongest relationship was for the number of retail employees. This suggests that retail/commercial areas attract many crimes. This is supported by one of the land use variables - the acreage associated with very large malls; in other words, there are additional crimes attracted to very large malls above-and-beyond the number of retail employees in those zones. Two other variables are in the equation. Relative income equality was, again, negatively related to crime destinations/attractions; zones with low income tend to attract more crimes. Also, there was a negative association with distance from the CBD. The farther away from the CBD, the lower the number of crimes. Overall, the model suggests that zones with commercial activities, particularly with large malls, but which are closer to the city center and which have households with relatively lower incomes are those that attract the most crimes.

The overall model was highly significant, as indicated by the Likelihood Ratio and the R-square. There was a discrepancy between the R-square statistic and the Deviance R-square, making it unclear about how strong is the model (the R-square would suggest that it's strong whereas the Deviance R-square would not). Nevertheless, the overall predictability is reasonable. The amount of multicolinearity is tolerable.

Table 13.4

Results of First Destination Model

<table>
<thead>
<tr>
<th>Predictor</th>
<th>DF</th>
<th>Coefficient</th>
<th>Stand Error</th>
<th>Pseudo-Tolerance</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>1</td>
<td>5.485851</td>
<td>0.218977</td>
<td>.</td>
<td>25.052182</td>
<td>0.001</td>
</tr>
<tr>
<td>POP96</td>
<td>1</td>
<td>0.000190</td>
<td>0.000027</td>
<td>0.928694</td>
<td>6.935850</td>
<td>0.001</td>
</tr>
<tr>
<td>INCEQUAL</td>
<td>1</td>
<td>-0.017176</td>
<td>0.005464</td>
<td>0.903130</td>
<td>-3.143462</td>
<td>0.010</td>
</tr>
<tr>
<td>RETEMP96</td>
<td>1</td>
<td>0.001018</td>
<td>0.000062</td>
<td>0.717076</td>
<td>16.297855</td>
<td>0.001</td>
</tr>
<tr>
<td>VERYLRGMLACR</td>
<td>1</td>
<td>0.006446</td>
<td>0.000974</td>
<td>0.740927</td>
<td>6.616423</td>
<td>0.001</td>
</tr>
<tr>
<td>DISTANCE</td>
<td>1</td>
<td>-0.115709</td>
<td>0.017069</td>
<td>0.876461</td>
<td>-6.778875</td>
<td>0.001</td>
</tr>
</tbody>
</table>
Residual Analysis of Destination Model

As with the origin model, an analysis was conducted of the residual errors. This time, the output 'dfb' file was brought into Excel and a nicer graph created (figure 13.9). Unlike the best origin model, the dispersion of the residuals is not symmetrical. There are several major outliers, both on the negative end of the residuals (over-estimation of crime attractions) and on the positive end (under-estimation of crime attractions). In particular, there are two zones that seem to stand out. Both of them have shopping malls (Golden Ring Mall and Eastpoint Mall). But the amount of crime in those zones is much greater than the model predicts. This is seen as high positive residuals (i.e., there were more actual crimes than predicted). They both are older malls, but are located in relatively high crime areas. Golden Ring Mall was demolished several years ago, but after the data that are being analyzed in this example were collected.

Adding in Special Generators

Since the number of crime incidents (attractions) in those two zones were much higher than was expected, they were treated as 'special generators'. Keeping in mind the caution that one doesn't want to over-use this category, we can still demonstrate how it works. Two new variables were created for the data set. One was for the Golden Ring Mall and one was for the Eastpoint Mall. For the Golden Ring Mall, the zone that included it received a '1' for this variable while all other zones received a '0'. Similarly, for the Eastpoint Mall variable, the zone in which it occurred received a '1' while all other zones received a '0'. These dummy variables were then included in the model (Table 13.5).

Adding the two special generators increases the predictability substantially. The Likelihood Ratio jumps as does the R-square; the Deviance R-square statistic, however, actually drops, suggesting that it is not a reliable indicator with these data. The coefficients for the two zones, treated as special generators, are both highly significant and, in fact, are the strongest variables in the equation. All other variables have the same relationships as in the first run. There does not appear to be substantial multicolinearity.

This brings up an issue over the status of a special generator. In this example, the two zones were treated as special generators in the model. While the predictability increased substantially, one has to wonder whether this was a meaningful operation? That is, if this model were applied to data for a later time period (e.g., 2002-2004 crime data), would the relationships still hold? In the case of the Golden Ring Mall, it wouldn't since that mall has since been demolished.

The value of a special generator is that it identifies a land use that would be expected to be relatively permanent (e.g., a stadium or a train station or an airport). In the case of a shopping mall, it may or may not. If it's a high visibility 'regional' mall, then treating it as a special generator is probably a good idea. If it's a smaller, older mall, on the other hand, the analysis is guessing that the mall will maintain its status as a high crime attraction location. Clearly, judgment and knowledge of the particular mall is essential.
Figure 13.9:
Residual Errors for Crime Destinations

The graph shows the residual errors for crime destinations, with the x-axis representing predicted values and the y-axis representing the residual error (observed-predicted) values. The data points are scattered across the graph, indicating the distribution of errors around the predicted values.
### Table 13.5

**Results of Second Destination Model**

Model result:
- **Data file:** BcDestinations.dbf
- **Type of model:** Destination
- **DepVar:** BCDEST
- **N:** 325
- **Df:** 317
- **Type of regression model:** Poisson with over-dispersion correction
- **Log Likelihood:** -7852.238456
- **Likelihood ratio (LR):** 46700.193131
- **P-value of LR:** 0.0001
- **AIC:** 15720.476911
- **SC:** 15750.747513
- **Dispersion multiplier:** 1.000000
- **R-square:** 0.784194
- **Deviance r-square:** 0.227710

<table>
<thead>
<tr>
<th>Predictor</th>
<th>DF</th>
<th>Coefficient</th>
<th>Stand Error</th>
<th>Tolerance</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>1</td>
<td>5.182117</td>
<td>0.067867</td>
<td>.</td>
<td>76.356923</td>
<td>0.001</td>
</tr>
<tr>
<td>INCEQUAL</td>
<td>1</td>
<td>-0.020797</td>
<td>0.003942</td>
<td>0.902950</td>
<td>-5.276135</td>
<td>0.001</td>
</tr>
<tr>
<td>RETEMP96</td>
<td>1</td>
<td>0.000995</td>
<td>0.000869</td>
<td>0.716299</td>
<td>19.338957</td>
<td>0.001</td>
</tr>
<tr>
<td>VERYLRGMLACR</td>
<td>1</td>
<td>0.006590</td>
<td>0.000869</td>
<td>0.716299</td>
<td>7.582758</td>
<td>0.001</td>
</tr>
<tr>
<td>POP96</td>
<td>1</td>
<td>0.000238</td>
<td>0.000200</td>
<td>0.921456</td>
<td>12.164552</td>
<td>0.001</td>
</tr>
<tr>
<td>DISTANCE</td>
<td>1</td>
<td>-0.087826</td>
<td>0.012462</td>
<td>0.872535</td>
<td>-7.047735</td>
<td>0.001</td>
</tr>
<tr>
<td>GOLDENRING</td>
<td>1</td>
<td>1.933321</td>
<td>0.067934</td>
<td>0.943548</td>
<td>23.581751</td>
<td>0.001</td>
</tr>
<tr>
<td>EASTPOINT</td>
<td>1</td>
<td>1.602000</td>
<td>0.000200</td>
<td>0.921456</td>
<td>12.164552</td>
<td>0.001</td>
</tr>
</tbody>
</table>

### Comparing Different Crimes Types

With or without special generators, a trip generation model is an ecological model that predicts crime origins and crime destinations. A point was made in chapter 11 that these models are not behavioral, but are correlates of crimes. That is, the variables that end up predicting the number of crimes are not *reasons* (or explanations) for the crimes. Population almost always enters the equation because, all other things being equal, zones with larger numbers of persons will have more crimes, both originating and ending in them. Similarly, low income status is frequently associated with high crime areas. It doesn’t follow that low income persons will be more prone to commit crimes; it may be true but these models don’t test that proposition. These are only correlates with crime in those environments. As was mentioned earlier, these variables are often correlated with many specific conditions that may be predictors of individual crime - poverty, drug use, substandard housing, and lack of job opportunities.

To see this, three separate models of specific crime types were run for robbery, burglary, and vehicle theft. For each crime type, the general model was tested for both the origin and the destination models. If a variable was not significant, it was dropped and the model was re-run. The results of the origin model for the three crime types are seen in table 13.6 while the results of the destination model are seen in table 13.7.
Table 13.6

Models for Specific Crime Types:
Origin Model

<table>
<thead>
<tr>
<th></th>
<th>All Crimes</th>
<th>Robbery</th>
<th>Burglary</th>
<th>Vehicle Theft</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>2.286699</td>
<td>-0.652291</td>
<td>1.621546</td>
<td>-0.800759</td>
</tr>
<tr>
<td>INCOME EQUALITY</td>
<td>-0.018525</td>
<td>-0.023964</td>
<td>-</td>
<td>-0.019620</td>
</tr>
<tr>
<td>NON-RETAIL EMPLOYMENT</td>
<td>-0.000186</td>
<td>-0.000237</td>
<td>-0.000239</td>
<td>-0.000188</td>
</tr>
<tr>
<td>RETAIL EMPLOYMENT</td>
<td>-0.000353</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>POPULATION</td>
<td>0.000284</td>
<td>0.000297</td>
<td>0.000242</td>
<td>0.000342</td>
</tr>
<tr>
<td>BELTWAY</td>
<td>0.123109</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MILES OF ARTERIAL</td>
<td>-0.085070</td>
<td>-</td>
<td>-</td>
<td>-0.180966</td>
</tr>
</tbody>
</table>

Table 13.7

Models for Specific Crime Types:
Destination Model

<table>
<thead>
<tr>
<th></th>
<th>All Crimes</th>
<th>Robbery</th>
<th>Burglary</th>
<th>Vehicle Theft</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>5.485851</td>
<td>3.284488</td>
<td>3.246183</td>
<td>2.610299</td>
</tr>
<tr>
<td>INCOME EQUALITY</td>
<td>-0.017176</td>
<td>-0.027946</td>
<td>-0.034598</td>
<td>-0.012910</td>
</tr>
<tr>
<td>RETAIL EMPLOYMENT</td>
<td>0.001018</td>
<td>0.000844</td>
<td>-</td>
<td>0.000507</td>
</tr>
<tr>
<td>VERY LARGE MALL ACREAGE</td>
<td>0.006446</td>
<td>0.004332</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>POPULATION</td>
<td>0.000190</td>
<td>0.000223</td>
<td>0.000309</td>
<td>0.000247</td>
</tr>
<tr>
<td>DISTANCE FROM CBD</td>
<td>-0.115709</td>
<td>-0.096330</td>
<td>-0.038715</td>
<td>-0.096088</td>
</tr>
</tbody>
</table>

The population variable appears in every single model. As mentioned, all other things being equal, the larger the number of persons in a zone, the more crime events will occur whether those events are crime productions (origins) or crime attractions.
(destinations). Similarly, relative income equality appears in five of the six models with the coefficient always being negative. In general, zones with relatively lower incomes will have more robberies, burglaries, and vehicle thefts. The only model for which income equality did not appear was as an origin variable for burglaries; apparently, burglars come from zones with various income levels, at least in Baltimore.

The other general variables have more limited applicability. Retail employment predicts both total crime origins and total crime destinations, but only predicts specifically robbery destinations and vehicle theft destinations; the latter tend to occur more in commercial areas than not. On the other hand, non-retail employment appears to be important only as a crime origin variable; zones with less non-retail employment tend to produce more offender trips. Distance from the CBD only appears as a destination variable; the closer a zone is to the metropolitan center, the higher the number of crimes being attracted to that zone; this variable was not important in the origin model.

In other words, these models are measuring general conditions associated with crime, not causes per se. They capture the general contextual relationships associated with crime productions and attractions. But, they don’t necessarily predict individual behavior. Nevertheless, the models can be used for prediction since the conditions appear to be quite general.

**Adding External Trips**

After an origin and destination model has been developed, the next step is to add any crime trips that came from outside the modeling area (external trips). In this case, these would be trips that came from areas that were not in either Baltimore County or the City of Baltimore (the modeling area).

A simple estimate of external trips is obtained by taking the difference between the total number of crimes occurring in the study area (Baltimore County destinations) and the total number of crimes originating in the modeling area (table 13.8).

The difference between the number of crime enumerated within Baltimore County and that originating from both Baltimore County and the City of Baltimore is 1,627. This is 3.9% of the total Baltimore County crimes. In general, it is important that the external trips be as small as possible. Ortuzar and Willumsen (2001) suggest that this percentage be no greater than 5% in order to minimize potential bias from not including those cases in the origin model. It’s not an absolute percentage, but more like a rule of thumb; in theory, any external trips could bias the origin model. But, in practice, the error will be small if external crime trips are a small percentage of the total number enumerated in the destination county.

In this case, the condition holds. For the three types of crime modeled, the percentage of external trips was also less than 5%: robbery (4.0%), burglary (4.5%), and vehicle theft (1.4%). On the other hand, if the percentage of external trips is greater than approximately 5%, a user would be advised to widen the origin study area to include more zones in the model.
Table 13.8

**Estimating External Crime Trips in Baltimore County**

<table>
<thead>
<tr>
<th>Description</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of crimes ending in 325 Baltimore County zones:</td>
<td>41,969</td>
</tr>
<tr>
<td>Number of crimes originating in 532 Baltimore County/City zones:</td>
<td>40,342</td>
</tr>
<tr>
<td>Crimes from outside the modeling area:</td>
<td>1,627</td>
</tr>
</tbody>
</table>

Note: external trips are only added to the origin model since they are crime trips that originate outside the modeling area. They are not relevant for the destination model.

**Predicting External Trips**

If a model is being applied to another data set from which it was initially estimated, a problem emerges about how to estimate the number of external trips. It is one thing to apply simple arithmetic in order to determine how many trips originated outside the modeling area (as in table 13.8). It is another to know how to calculate external trips when the model is being applied to other data. For the modeled zones, the coefficients are applied to the variables of the model (see “Make Prediction” below). But, the external trips have to be estimated independently.

There is not a simple way to estimate external crime trips. Unlike regular trips that can be estimated through cordon counts, crime trips are not detectable while they are occurring (i.e., one cannot stand by a road and count offenders traveling by). Thus, they have to be estimated.

A simple method is to calculate the number of external trips for two time periods. For example, external trips could be calculated from a 2000 data set by subtracting the total number of crimes occurring in the modeling region from the total number of crimes occurring in the study area (e.g., as in table 13.8 above). If a similar calculation was made for, say, 2002, then the difference (the ‘trend’) could be extrapolated. To take our example, between 1993 and 1996, there were 1,627 external trips. If the number of external trips turned out to be 1,850 for 1997-2000, then the difference (1,850 - 1,627 = 223) could be applied for future...
years. Essentially, a slope is being calculated and applied as a linear equation:

\[ Y_i = 1850 + 223 \times X_i \]

where \( Y_i \) is the number of crime origins during a four year period, \( I \), and \( X \), is an integer for a four year period starting with the next period (i.e., the base year, 1997-2000, has integer value of 0). In other words, a linear trend is being extrapolated.

How realistic is this? For short time periods, linear extrapolation is probably as good a method as any. But for longer time periods, it can lead to spurious conclusions (e.g., crime trips from outside the region will always increase). Short of developing a sophisticated model that relates crime trips to the growth of the metropolitan area and to other metropolitan areas within, say, 500 miles, a linear extrapolation is one of the few methods that one can apply.

**Make Prediction**

In *CrimeStat*, external trips are added on the second page of the trip generation - Make prediction. This is a page where the modeled coefficients and any external trips are applied to a data set. There are two reasons why this is a separate page from the “Calibrate model” page where the model was calibrated. First, the coefficients might be applied to another data than that from which it was calibrated. For example, one might calibrate the model with a data set from 1998-2000 and then apply to a data set covering 2001-2003. Similarly, one might take future year forecasts (e.g., 2025) and apply the model. In effect, the model would be predicting the number of future crimes if the same conditions hold over the time frame.

A second reason for separating the calibration and application pages is to add external trips to the origin zones. As mentioned above, external trips are, by definition, those that were not modeled in the calibration. They have to be calculated independently of the model and then added in.

Thus, the “Make prediction” page allows these operations to occur. Figure 13.10 shows the page. There are several steps that have to be implemented for this page to be operative.

1. The data file has to be input as either the primary or secondary file (not shown in the image). In this example, the same data set is being used as was used for the calibration. But, if it’s a different data set, that will need to be input in the Data Setup section. Whether the input data set is a primary file (the usual occurrence) or a secondary file needs to be specified. Also, indicate whether the applied model is to be an origin or destination model. In figure 13.10, it is specified as an origin file.
Figure 13.10:  
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2. A trip generation coefficients file needs to be input. These were the estimated coefficients from the calibration stage. Inputting this file brings in the coefficients in the order in which they were saved. They are listed in the “Matching parameters” dialogue box on the right side of the page.

3. On the left side of the page are listed all the variables in the input data set (primary or secondary file). In the middle box, the variables are added in the same order as in the matching parameters box. That is, each independent variable needs to be matched to the variable from the coefficients file, one for one. **This is very important.** The names do not have to be the same (e.g., if the model was calibrated with data set and applied to another, the variable names may not be identical). But the content and order of the variables needs to be the same. In the example, the first variable in the coefficients file is INCEQUAL. The selected variable in the middle box has to be the income equality variable (whatever its name). In the example, the same data set is being used so the names are identical. This is repeated for each of the independent variables in the coefficients file.

4. Next, any missing value codes are specified in the missing values box. Any records with a missing value for any of the selected independent variables will be dropped from the calculation. In the example, there are no missing value codes applied other than the default blank field.

5. If external trips are to be added, the external trips box must be checked. External trips could be applied in an origin model, but not in a destination model. If they are to be added, the number of trips should be specified in the “Number of external trips” box and the zone ID field for the file indicated; in the example, 1627 is added as external trips and the TAZ field is specified as the ID variable (TZ98).

6. The type of model to be applied is indicated in the “Type of regression model” box. There are only two choices: Poisson (the default) and Normal (OLS). Since the coefficients are being applied to the data, no over-dispersion correction is necessary (since it was probably used in calibrating the model).

7. Finally, the output file name is defined in the “Save predicted values” box.

For each zone, the routine will then take the appropriate variable from the input data set and apply the matching coefficient from trip generation coefficients file to produce a predicted estimate of the number of trips. To calculate this value, for the OLS model, the routine will use equation 13.2 above while for the Poisson model, the routine will use equation 13.6 above; for the latter, it will then raise the predicted log value to the power, $e$, to produce a prediction for the expected number of crime trips:

$$
\lambda_i = e^{\ln (\lambda_i)}
$$

(13.26)
If external trips are added, a new zone is created called EXTERNAL in the ID field that was indicated on the page. Then, the specified number of external trips is simply placed in that field with zeros being placed for the values of all the remaining variables in the file. By default, the output name for the predicted number of crimes will be called PREDORIG for an origin model and PREDDEST for a destination model. An example data set is available on the CrimeStat download page.

Note: for a destination model, this “Make prediction” operation is not necessarily needed if the same data set is used for calibration and prediction. This step is primarily for the origin file

**Balancing Predicted Origins and Destinations**

After the origin model and destination model are calibrated and applied to a data set, the final step in trip generation is to ensure that the number of predicted origins equals the number of predicted destinations. This is necessary for the next stage of crime travel demand modeling - trip distribution. Since a trip has both an origin and a destination, the total number of origins has to equal the total number of destinations. This is an absolute condition for the trip distribution model to work; the routine will return an error message if the number of origins does not equal the number of destinations.

If the Poisson model is used for calibration, the routine ensures that the number of predicted trips equals the number of input trips. Further, if the calculation of external trips has been obtained by subtracting the total number of predicted origins from the total number of predicted destinations, and if the external trips are then added to the predicted origins, then most likely the total number of origins will equal the total number of destinations. However, because of rounding-off errors and inconsistent external trip estimates, it is possible that the sums are not equal.

Consequently, it is important to balance the predicted origins and destinations to ensure that no problems will occur in the trip distribution model. There are two ways to do this in CrimeStat. First, the number of predicted destinations is held constant and the number of predicted origins is adjusted to match this number. This is the default choice. Second, the number of predicted origins is held constant and the number of predicted destinations is adjusted to match this number.

The calculation is essentially a multiplier that is applied to each zone. If destinations are to be held constant, the multiplier is defined as:

\[ M_j = \frac{\Sigma \text{(Crimes by destinations, j)}}{\Sigma \text{(Crimes by origins, I)}} \] \hspace{1cm} (13.27)

and the predicted number of origins is multiplied by \( M_j \). If, on the other hand, the origins are to be held constant, the multiplier is defined as:

\[ M_i = \frac{\Sigma \text{(Crimes by origins, I)}}{\Sigma \text{(Crimes by destinations, j)}} \] \hspace{1cm} (13.28)
and the predicted number of destinations is multiplied by $M_i$. The multiplication simply ensures that the sums of the predicted origins and predicted destinations are equal.

The third page in the trip generation model is the “Balance predicted origins & destinations” page. Figure 13.11 shows the setup for this page. The steps are as follows:

1. The box is checked indicating that it is a balancing operation.

2. The predicted origin file is input and the predicted origin variable is identified. In the example, the predicted origin file is called “PredictedOrigins.dbf” and the field with the predicted numbers was called PREDORIG.

3. The predicted destination file is input and the predicted destination variable is identified. In the example, the predicted destination file is called “PredictedDestinations.dbf” and the field with the predicted numbers was called PREDDEST.

Note that these files are input on this page and not on the primary or secondary file pages.

4. Next, the type of balancing is specified - Holding destinations constant (the default) or holding origins constant. In the example, the destinations are to be held constant.

5. Finally, the output file is specified. If the origins are to be adjusted, then only the origin file is saved. If the destinations are to be adjusted, then only the destination file is saved. In other words, the adjustment is applied to only one of the two predicted crime files. In the example, the file was named “AdjustedPredictedOrigins.dbf” (not shown) since the origin file was adjusted.

The output produces a new column with the adjusted values. Table 13.9 shows the origin output for the Baltimore data of the first 11 records. Once the balancing has been completed, the trip generation model is finished and the user can go on to the trip distribution model. In other words, the output file ensures that both the predicted origin file (crime productions) and predicted destination file (crime attractions) are balanced.

**Strengths and Weaknesses of Regression Modeling of Trips**

As mentioned earlier, the use of regression for producing the trip generation model has its strengths and weaknesses. The advantages are that, first, the approach is applicable to crime incidents. Unlike regular travel behavior, crime trips have to be inferred from police reports; one cannot conduct a household survey of offenders asking them about their crime travel. Thus, starting with counts of the number of crimes occurring in each zone and the number of crimes that originate from each zone, a model can be constructed.
Figure 13.11:
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Second, the use of a non-linear model, such as the Poisson, allows more complex fitting of crime counts. In the early 1970s when trip generation models were starting to be implemented in Metropolitan Planning Organizations around the U.S., the major type of regression modeling available was OLS. At that time, researchers could not demonstrate that this method was reliable in terms of predicting travel; we’ve discussed those reasons earlier in this chapter. However, with the availability of software for conducting Poisson and other non-linear models, that criticism is no longer applicable. The Poisson model is very ‘well behaved’ with respect to count data. It does not produce negative estimates. It requires high levels of an independent variable to produce a slight effect in the dependent variable, but that the level increases as the values of the independent variable increase. It maintains constancy between the sum of the input counts and the sum of the predicted counts. Non-linear models are much more realistic for modeling trips than OLS.

Third, the use of a multiple regression model allows multiple independent variables to be included. In our example, there were six and five variables respectively in the general origin and destination models. Trip tables, on the other hand, typically only have three or four independent predictors; it becomes too complicated to keep track of multiple conditions of predictor variables. Thus, a more complex and sophisticated model can be produced with a regression framework.

Fourth, and finally, a regression framework allows for complex interactions to be estimated. For example, the log of an independent variable can be defined. An interaction between two of the independent variables can be examined (e.g., median household income for those zones having a sizeable amount of retail employment). In the trip table approach, these interactions are implicit in the cell means. Thus, overall, the regression framework allows for a more complex model than is available with a trip table approach.
On the other hand, there are potential problems associated with a regression framework. First, the regression coefficients can be influenced by zone size. Since the model is estimating differences between zones (i.e., differences in the number of crimes as a function of differences in the values of the independent variables), zone size affects the level of those differences. With small zone sizes, there will be substantial differences between zones in both the independent and dependent variables. Conversely, large zone sizes will minimize within-zone differences, but will usually increase the estimate of the between-zone differences. The result could be an exaggeration of the effect of a variable that would not be seen with small zone geography. As we argued in chapter 12, one should choose the smallest zone geography that is practical in order to minimize this problem.

Second, a point that has been repeated again and again, these models are not behavioral explanations. They represent ecological correlations with crime trips. It’s important to not try to convert these models into explanations of offender behavior. Too often, researchers have jumped to conclusions about individuals based on the relationships with environments and neighborhoods. It is important to not do this. This criticism, incidentally, applies both to the trip table as well as the regression approach to trip generation modeling.

The new generation of travel demand models is specifically behavioral and involves modeling the behavior of specific individuals. Probabilities are calculated based on individual choice and a micro-simulation routine can apply these probabilities to a large metropolitan area (RDC, 1995; Pas, 1996; Recker, 2000; Shifton et al, 2003). While this approach offers some definite theoretical advantages and is the subject of much current research, to date there has not been a demonstration that this approach is more accurate at predicting trips than the tradition trip-based travel demand model.

Summary

In summary, the trip generation model is a valuable tool for predicting the number of crimes that originate in each zone and the number of crimes that end in each zone. Even if the model is not behavioral, the model can be stable and useful for many years in the future. It is best thought of as a proxy model in which the variables in the models are proxies for conditions that are generating crimes, either in terms of environments that produce offenders or in terms of locations that attract them.

In the next chapter, we will examine the second stage in the travel demand model - trip distribution. In that stage, the predicted crime origins and the predicted crime destinations are linked to produce crime trips.
**Endnotes for Chapter 13**

1. There is also subjectivity in subdividing variables at an individual level. For example, household income levels can be subdivided in different ways. However, with aggregate data, all variables have to be subdivided arbitrarily whereas with individual level data, typically only income is done this way.

2. Some statisticians often refer to the number of parameters that have to be estimated in an equation, not just the number of independent variables. In an OLS model, for example, there are K+1 parameters that are estimated - coefficients for the K independent variables and a constant term. In this text, K refers to the number of independent variables, not estimated parameters.

3. It is possible to transform the independent variable into a non-linear predictor, for example by taking the log of the independent variable or raising it to some power (e.g., $X^2$). However, this won’t solve the other problems associated with OLS, namely negative and non-summative predictions.

4. For example, to account for the skewed dependent variable, one or more of the independent variables have to be transformed with a non-linear operator (e.g., log or exponential term). When more than one independent variable is non-linear in an equation, the model is no longer easily understood. It may end up making reasonable predictions for the dependent variable, but it is not intuitive and not easily explained to non-specialists.

5. Note, Luc Anselin uses K for the number of parameters (coefficients + intercept) in Appendix C whereas we use it for the number of independent variables. Readers should be aware of this difference.

6. In the usual travel demand modeling, on the other hand, modelers usually adjust the predicted destinations since the origin data is more reliable. These numbers are obtained from the census or from the sample of households who are interviewed to produce a sample from which data on destinations are obtained.

7. An alternative might be to use cordon counts from major highways coming into the region and assume that crime trips represent a constant proportion of those trips. Thus, if the total number of estimated external highway trips increases by 5%, one could assume that the external trips also increase by 5%. While this is plausible, it is not necessarily an accurate estimate. Talk to your Metropolitan Planning Organization or the State Department of Transportation if you are interested in developing this type of model as you will need their estimates of external trips.